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Building on the work previously done in our laboratory, this dissertation extends the

use of well-established optical techniques and introduces newly developed ones for the

quantification of coflow laminar diffusion flame physical and chemical properties, as

well as for the characterization of reactive and non-reactive flows.

Single-photon and two-photon laser-induced fluorescence was used to quantify and

map the two-dimensional distributions of nitric oxide and carbon monoxide concen-

trations in steady and time-varying nitrogen-diluted methane flames.

The signal-to-noise ratio of flame temperature and soot volume fraction results

was improved with the adaptation and use of high dynamic range imaging. This

new approach was successfully applied to normal gravity and microgravity coflow

diffusion flames and allowed for a more complete use of partially saturated images

that populate microgravity image databases. The use of high dynamic range and time-

resolved averaging was investigated and successfully extended to the measurements

of reactive and non-reactive unsteady flows using Rayleigh scattering, with the aim

of increasing the result’s signal-to-noise ratio.

As part of an ongoing research on microgravity flames and a collaboration with

NASA, a consumer camera was used for the quantitative evaluation of CH∗ con-

centration in normal and microgravity coflow flames and, thanks to complementing

numerical results, CH∗ chemiluminescence was related to flame heat release rate.



Nitrogen-diluted methane flames were investigated as a function of ambient pres-

sure and fuel dilution, and the results compared with numerical predictions, as a way

to validate computational models applied to highly diluted and heavily sooty flames.

Demosaicing algorithms were implemented for the improvement of image spatial

resolution and measurement accuracy, and their application tested for the analysis of

the Advanced Combustion via Microgravity Experiments (ACME) campaign’s images.

The flight and ground units of the ACME coflow burners were fully characterized

in normal gravity, and the ACME imaging system was calibrated to be used for

quantitative imaging experiments.
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Chapter 1

Introduction

Optical diagnostic techniques are a powerful scientific tool that can be used to

investigate and quantify important physical and chemical properties in a wide vari-

ety of combustion systems. Their application can range from the study of idealized

laboratory-scale diffusion flames, to the characterization of full-scale industrial com-

bustors. Combustion and oil-based energy, despite the long-term issues with fossil

fuel availability, as well as health and global warming problems related to combustion-

derived pollutants and emissions, still play a fundamental role in our society as we

transition towards more ecological and renewable energy sources [1]. Increasing emis-

sion regulations require modern combustion systems to be efficient to minimize harm-

ful and unwanted combustion byproducts (soot, carbon monoxide, NOx, etc). A

deep understanding of the physics and chemistry involved in the production of these

byproducts is therefore required if technological advances in combustion devices are

to be achieved. From this standpoint, fundamental research can provide insight into

combustion processes. The analysis of relatively simple reactive flows allows for an

accurate experimental quantification of chemical species and temperature that can

be replicated by, and used to validate, numerical simulations and chemical models.

Numerical simulations have, in fact, gained increasing importance due to their ability
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to not only speed up the development of new technologies and concepts, but also

guide the design of better and targeted experiments.

The Yale combustion research group led by Professor Long, in collaboration with

the numerical group led by Professor Smooke, has been focusing on the experimental

study and characterization of coflow laminar diffusion (CLD) flames and on the vali-

dation of numerically-derived results through experimental observations and measure-

ments. A reference coflow burner was designed to facilitate comparisons between ex-

periments and simulations, and target nitrogen-diluted methane and ethylene flames

were selected as test cases for this systematic analysis. Previous students were in-

volved with the measurement of temperature and major/minor species concentrations

in both non-sooty steady methane flames [2], and sooty ethylene flames [3,4]. Soot and

major species measurements in time-varying flames [3,4] extended the examination to

the wider range of interactions between chemistry and flow field that unsteady phe-

nomena can provide. Additionally, in collaboration with NASA, our team performed

experiments on CLD flames in normal gravity and microgravity, and investigated

flame structure, radical species chemiluminescence [5], as well as soot temperature

and soot volume fraction [6]. Because current computational models are still not able

to fully predict flames at the extremes of fuel concentration (both highly diluted and

sooty flames), microgravity has the advantage of providing an easier environment in

which to test and refine those models. Microgravity’s lack of buoyancy simplifies

the flow field and the results’ interpretation; moreover, highly-diluted flame condi-

tions, which are not sustained in normal gravity, can be created and stabilized in

microgravity.

In combustion experiments, laser-based imaging diagnostics are among the most

accurate techniques. They can provide quantitative, nonintrusive measurements of

chemical species concentration, gas density, and temperature with a high degree

of spatial and temporal resolution. However, in microgravity, practical limitations
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restrict the available optical diagnostics to emission-based ones such as pyrometry

and chemiluminescence. New approaches and tactics must therefore be envisioned

to maximize the scientific return when employing these simple and relatively lim-

ited techniques. The spectral characterization of consumer digital single-lens reflex

(DSLR) cameras, along with the development of alternative approaches for absolute

light calibrations [7], proved very valuable during the NASA Structure and Liftoff in

Combustion Experiments (SLICE) campaign. From the collected images, our team

extracted not only flame structure information, but also quantitative data regarding

CH∗ concentration, soot temperature, and soot volume fraction. Numerical data was

also available and complemented the experimental results by providing further insight

into soot formation and flame behavior in microgravity [8].

Building on the work already done in our laboratory and outlined in the previ-

ous paragraphs, my dissertation research began with extending the chemical species

database of the Yale target flames, continued with developing and implementing new

imaging approaches for the improvement of images’ signal-to-noise ratio (SNR), and

concluded with doing preparatory work for the NASA Advanced Combustion via Mi-

crogravity Experiments (ACME) campaign. Specifically, this dissertation is organized

as follows:

Chapter 2 describes the Yale coflow burner and the main diagnostics implemented

throughout this thesis. Emission-based imaging techniques such as color ratio pyrom-

etry and chemiluminescence are complemented by the description of how to perform

absolute light intensity calibration and obtain quantitative values of soot volume frac-

tion and species concentrations. The theoretical background of laser diagnostics, such

as laser-induced fluorescence and Rayleigh scattering, is presented as well.

In Chapter 3, nitric oxide and carbon monoxide concentrations are measured in

steady and time-varying nitrogen-diluted methane flames with an imaging approach

that returned results with improved SNR. Diffusion flames produce these chemical
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species in very low concentrations and sensitive techniques, such as single- and two-

photon laser-induced fluorescence, are required in order to accurately measure them.

When possible, a comparison was done between the measured and the simulated

fluorescence signal, rather than the measured and the computed species mole frac-

tion in order to achieve a better SNR. The study of these combustion byproducts

is important from an environmental and health point of view: nitric oxide is in fact

responsible for photochemical smog and ozone depletion, and carbon monoxide is a

toxic pollutant. Understanding how these species are formed, and the best approaches

to reducing them in practical combustion systems, is still one of the major goals of

today’s research.

Chapter 4 introduces the concept of high dynamic range (HDR) imaging and ap-

plies it to the quantitative measurements of flame temperature (using thin filament

pyrometry), and soot temperature and volume fraction (using color ratio pyrometry),

in selected coflow laminar diffusion flames. Due to enhanced residence times, micro-

gravity flames tend to be sootier, and thus more luminous, than their normal gravity

counterparts. When collecting images in microgravity for the SLICE campaign, this

increased luminosity caused hundreds of images to be partially saturated and, in turn,

made them not immediately usable for quantitative measurements. To overcome this

limitation, HDR imaging was tested and applied to the quantitative analysis of these

partially saturated images. After proper characterization of the detector’s linearity

and reciprocity, a simplified HDR algorithm was implemented and was able to return

results with an improved SNR while allowing for a more complete use of the SLICE

image database.

In Chapter 5, as a way to improve the signal-to-noise ratio in time-resolved laser-

based experiments, the HDR approach is extended and applied to the imaging of

an unsteady jet of dichlorofluoromethane injected in air, using Rayleigh scattering.

The ability of interline transfer CCD cameras to collect two consecutive frames with
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very short temporal separation, combined with the use of a dual-laser system with

different energies, allowed for partial image saturation to be induced in one of the

two camera frames, and an HDR image with improved SNR to be reconstructed.

Additionally, a novel image read-out approach is presented and its application to

turbulent reactive flows demonstrated using Rayleigh scattering. By exploiting the

temporal decay characteristics of image intensifiers, and by timing the relative delay

between intensifier’s gate and laser pulse, the phosphor screen’s emitted light was

distributed over the two sequential frames of an interline transfer CCD camera and

used to reconstruct a two-image average that showed improved SNR.

In Chapter 6, the non-sooty blue flames from the SLICE image database are

analyzed to assess the color camera’s blue signal’s ability to accurately sample the

CH∗ radical chemiluminescence. A spectral characterization of the camera, along

with the spectral analysis of a well-known nitrogen-diluted methane flame, allowed for

a calibration of the detector so that absolute concentration of CH∗ could be evaluated

in selected normal and microgravity CLD flames. Additionally, a comparison with

numerical results allowed for the study of the relationship of CH∗ chemiluminescence

to the local and total flame heat release rate.

In Chapter 7, selected nitrogen-diluted methane flames are investigated as a func-

tion of pressure and fuel dilution, and the experimental findings are compared to the

numerical predictions as a way to verify the chemical models. As mentioned above,

current computational models are in fact not able to fully predict CLD flames at

the extremes of fuel concentration (i.e. highly diluted, or heavily sooty flames). This

prompted the joint experimental/numerical study on the effects that those parameters

have on the structure and sooting behavior of coflow diffusion flames.

In Chapter 8, the implementation of demosaicing algorithms for the post-processing

of the ACME camera’s color images is demonstrated to maintain the original full spa-

tial resolution when the raw images are decoded into the three color channels. This,
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moreover, helped preserving the correct image intensity gradients, and techniques

based on color ratios were able to return more accurate results (i.e. color ratio py-

rometry).

Chapter 9 presents the preliminary work done for the characterization of the

flight and ground units of the ACME CLD burners. The burner velocity profiles are

measured using hot-wire anemometry, and flame images are collected as a function

of flow rates, fuel dilution, and pressure to build the normal gravity image database.

The ACME imaging system is spectrally characterized and an absolute light intensity

calibration is performed using a heated S-type thermocouple.

Finally, Chapter 10 provides some concluding remarks and suggestions for future

research.
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Chapter 2

Experimental hardware and optical

diagnostics

This chapter introduces the Yale coflow laminar diffusion flame burner that is

used for the study of the Yale target flames, and describes the main optical diagnostic

techniques that have been employed throughout this thesis.

2.1 Yale coflow burner

The standard sooty and non-sooty flames that have become a target for both ex-

periments and computational investigations at the Yale Center for Laser Diagnostics

are axisymmetric nitrogen-diluted laminar coflow diffusion flames. The sooty ethy-

lene flames have fuel concentrations of 80%, 60%, 40%, and 32%, with N2 balance,

by volume. The non-sooty methane flame has a fuel concentration of 65%, with N2

balance, by volume. The burner on which these flames are lit is shown in Fig. 2.1;

it has an axisymmetric structure with an inner stainless steel fuel tube with a 4 mm

I.D. surrounded by a 75 mm I.D. air coflow. The length of the fuel tube is such that

a parabolic velocity profile is established at the outlet, while the coflow velocity has

a plug profile. A 1/32” cell honeycomb, placed at the burner exit and flush with the
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fuel tube, ensures the straightness and symmetry of the coflow. The average flow

velocities of 35 cm/s, for both fuel mixture and oxidizer, are such that the resulting

non-sooty flame is lifted ∼ 2 mm from the burner surface avoiding any unwanted heat

transfer to the fuel tube.
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Figure 2.1: Schematic of the Yale coflow laminar diffusion flame burner

The addition of an inert gas to the fuel mixture (nitrogen) serves the purpose of

reducing the overall flame temperature and varying the soot load; for the methane

flame case the soot is reduced to only a faint tip, so that laser diagnostics such as

Rayleigh scattering can be implemented without the detector-damaging problems of

elastic scattering from soot particles. The burner has been specifically designed to
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facilitate the comparison between experimental results and numerical simulation; the

well known flow characteristics - velocity profiles, and the assumption that the burner

surface is at room temperature, for the lifted case - are in fact the boundary conditions

of the numerical simulations (recent work done in our lab has shown that the constant

temperature assumption is not valid for the attached sooty flames [9]). The axisym-

metric structure of the flames allows for a reduction of the problem unknowns, since

the simulation can be performed only along the two-dimensional flame cross-section.

The creation of forced, time-varying flames can be accomplished with a speaker that

is placed in the fuel plenum; by driving the speaker with a sinusoidal input (out of

a function generator) it is possible to create modulated and periodic fuel velocity

profiles.

2.2 Luminosity-based techniques

2.2.1 Color ratio pyrometry

Pyrometry is a technique capable of inferring the temperature of a body from

its emitted radiation. A body’s radiance I, in fact, depends on the temperature

according to Planck’s law:

I(λ, T ) = ε(λ)
2πhc2

λ5(e
hc
λkT
−1)

. (2.1)

Here, ε(λ) is the body wavelength emissivity dependence, h the Planck’s constant, c

the speed of light, and k the Boltzmann constant.

Soot is made up of carbon-based particles that are formed during combustion pro-

cesses from species such as acetylene (C2H2) and polycyclic aromatic hydrocarbons

(PAHs) and their radiation is responsible for the orange color of some flames; at typ-

ical flame temperatures soot that is produced in the flame emits in the visible region,
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allowing the majority of scientific and consumer detectors to be used as imaging py-

rometers. The signal measured by a detector, SF , can be related to the intensity of

radiation, integrated over the detector’s detection wavelengths, and it is proportional

to the exposure time τ as in Eq. 2.2:

SF = τ

∫ λ2

λ1

ε(λ)η(λ)
2πhc2

λ5(e
hc
λkT
−1)

dλ. (2.2)

Here η(λ) accounts for the efficiency of the detector, as well as for the transmittance of

the collection optics and geometric factors; λ1 and λ2 are the extremes of the detection

bandwidth which, for detectors sensitive to the visible spectrum, are usually 400 nm

and 700 nm.

In conventional color ratio pyrometry the radiation signal is collected through two

different narrowband filters (with a filter’s FWHM smaller than the spacing between

the central wavelengths of the two filters) so that each filter’s transmissivity η(λ)

can be considered constant and Eq. 2.2 simplified [10, 11]. The resulting implicit

relation can then be iteratively solved for the temperature once the characterization

of the detection system is known. An alternative approach, introduced by [12] and

extensively used in our research group for the evaluation of soot temperature, relies on

the use of the broadband color filter array (CFA) that already equips a color camera in

place of the aforementioned narrowband filters. By measuring the spectral response

of each color filter ηFi(λ) the integral in Eq. 2.2 can be computed numerically as a

function of temperature and, if the emissivity ε(λ) is known, the ratio between two

color signals can be evaluated using Eq. 2.3:

SF1

SF2

=

∫ λ2
λ1
ηF1(λ) ε(λ)

λ5(e
hc
λkT

−1)
dλ∫ λ2

λ1
ηF2(λ) ε(λ)

λ5(e
hc
λkT

−1)
dλ
. (2.3)
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When numerically evaluated, Eq. 2.3 will produce a lookup table that can be used

to estimate a temperature value after a color ratio is known. Figs. 2.2 and 2.3

show the measured spectral response of the CFA of two selected color detectors: the

Nikon D300s (used in the microgravity SLICE campaign - see Chapters 4 and 6)

and the Prosilica GC-1380CH (selected for the microgravity ACME campaign - see

Chapters 4 and 9). Superimposed is the transmissivity of a BG7 color filter which

is used to reduce the strong red component emitted by sooty flames and balance the

response of the three color channels as a way to improve the signal-to-noise ratio of

the measurement. The SLICE imaging setup relied on a 2 mm thick BG color filter

(whose response mimics the one of a 1 mm BG7 Schott filter), while the ACME setup

is equipped with a coated 2 mm Schott filter.
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Figure 2.2: Spectral response of the Nikon D300s color filter array, and transmissivity
of a 1 mm BG7 Schott color filter.
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Figure 2.3: Spectral response of the Prosilica GC-1380-CH color filter array, and
transmissivity of a coated 2 mm BG7 Schott color filter.

Figure 2.4 shows the lookup tables evaluated for the measurement of soot temper-

ature, using the Nikon D300s and the Prosilica GC-1380CH responses, respectively.

Since the CFAs are equipped with three different color filters to make up the so-

called “Bayer pattern” (red, green, blue), three color ratios will be able to provide

temperature information.
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Figure 2.4: (Top) soot lookup tables evaluated for the Nikon D300s using the 1 mm
BG7 color filter, and (bottom) for the Prosilica GC-1380CH using the coated 2 mm
BG7 color filter.
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In terms of soot emissivity, the wavelength dependence is assumed to be propor-

tional to λ−1.38, following the work and soot refractive index measurements performed

by [13]. The assumption that a constant dispersion exponent (α = 1.38) can be used

to describe soot emissivity is, however, known to be an approximation. Such value, in

fact, is spatially dependent and varies depending on soot properties and age [14, 15].

It was shown that, by measuring the two-dimensional distribution of the dispersion

exponent using multi-angle light scattering (MALS) and spectrally-resolved line of

sight attenuation (spec-LOSA), flame temperature could vary up to ± 60 K (higher

on the flame wings, and lower at the base of the flame centerline, when compared to

measurements performed with a constant α = 1.38). Therefore, a more accurate way

to perform pyrometry measurements would rely on information from two-dimensional

α maps, but since these distributions are generally unknown until specific measure-

ments are done (particularly for not-well characterized flames such as the microgravity

ones introduced in later chapters), a constant α value (equal to 1.38) will be used

throughout this thesis.

The soot incandescence collected and imaged onto a detector is always path-

integrated over the depth of the flame but, thanks to the axisymmetric structure

of the flames studied in our laboratory, a mathematical deconvolution process can

be used to retrieve the cross-sectional intensity. Axisymmetric flame deconvolution

is governed by Abel’s equation, under the assumption that the collected rays are

parallel, and relates the path-integrated intensity, P (x), to the cross-sectional one,

F (r), as in Eq. 2.4 [16]:

F (r) = − 1

π

∫ R

x

P ′(x)√
x2 − r2

dx, (2.4)

where P ′(x) = dP/dx. Among the various deconvolution methods available [17], the

three-point Abel inversion will be used throughout this thesis because of its robustness
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and its being less prone to noise. Deconvolution procedures, in fact, rely on the

solution of an ill-posed problem and have the tendency of returning a noisy result as

the radius approaches zero, particularly if the signal-to-noise ratio along the axis of

symmetry is already low [18].

2.2.2 Soot volume fraction

Once the soot temperature is determined, the evaluation of the soot volume frac-

tion is straightforward if an absolute light intensity calibration is available. The soot

volume fraction fv can be determined by employing the relation provided by [19] and

reported in Eq. 2.5:

fv = − λs
KextL

ln

{
1− εL(λ, TL)

τs
τL

Ss
SL
· exp

[
− hc

kλs

(
1

TL
− 1

Ts

)]}
. (2.5)

Kext is the non-dimensional extinction coefficient (assumed to be = 8.6 [20]), L is

the pixel size, εL(λ, TL) the emissivity of the calibration source, τ is the exposure

time, S the counts recorded by the detector, and T the temperature. The subscripts

s and L correspond to the Soot and calibrated Light source, respectively. λS is

the effective color filter wavelength, defined as the wavelength corresponding to the

maximum value of the product between camera filter response and the blackbody

intensity evaluated at the temperature T .

2.2.3 Thin filament pyrometry

In flames where a radiating body like soot is not present, pyrometry-based tem-

perature measurements can be performed by employing the thin filament approach

[21–23]: a SiC fiber (∼ 15 µm in diameter) is stretched across the flame and its radia-

tion imaged with a color camera; the fiber surface temperature can then be evaluated

using the color ratio approach outlined in Section 2.2.1 and the appropriate lookup
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table. The fiber is assumed to behave like a gray body, with a constant emissivity of

0.88 [21]. The flame gas temperature, Tg, can be inferred afterwards by performing

a “radiation correction”; the fiber temperature Tf , in fact, is related to the balance

between the convective heat transfer from the gas phase and the radiative losses into

the ambient (the conductive contribution along the fiber filament is assumed to be

negligible). This balance is expressed as:

Q̇ = h(Tg − Tf )− εFσ(T 4
f − T 4

g ). (2.6)

Here h is the convective heat transfer coefficient, εF the fiber emissivity, and σ is the

Stefan-Boltzmann constant. Assuming equilibrium (Q̇ = 0), Eq. 2.6 can be rewritten

as:

Tg =
εσ(T 4

f − T 4
g )

h
+ Tf . (2.7)

The heat transfer coefficient h is related to the flow properties and can be evaluated

from Eq. 2.8:

h =
Nu · kgas

df
. (2.8)

Here kgas is the gas thermal conductivity, df the fiber diameter, and the Nusselt

number, Nu, is determined based on the Reynolds number as follows: Nu = C ·Rem

(with C = 0.8, m = 0.28 for 0.09 < Re < 1, and C = 0.795, m = 0.384 for

1 < Re < 35) [24].

Lookup table verification

The accuracy of the lookup tables such as the ones shown in Fig. 2.4 (and as an

extension the accuracy of the measured detector response) can be assessed through

a procedure that involves the imaging of objects that are heated to a well defined

temperature and whose spectral emissivity is known. In general, blackbody furnaces

or heated Pt thermocouples [7, 22] can be used for such verifications: images of
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the cavity of a blackbody (or the heated thermocouple junction) are taken with the

detector, the ratios are evaluated from the red, green, and blue (RGB) channels (if

the detector is a color camera) and they are compared to the analytical solution

returned by Eq. 2.3. Fig 2.5 shows, as an example, the calibration of the Prosilica

GC1380-CH lookup table using a heated type-S thermocouple: the markers identify

the measured color ratios evaluated from the thermocouple junction images (and with

a temperature that was self measured by the thermocouple itself), while the solid lines

are the analytical solution of Eq. 2.3.
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Figure 2.5: Type-S thermocouple lookup table evaluated for the Prosilica GC-1380CH
using an uncoated 2 mm BG7 color filter.
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The spectral emissivity of the Platinum type-S thermocouple has been characterized

in our lab by a previous student [22] and found equal to εtc = 1.067 ·10−6 ·λ2−1.5375 ·

10−3 · λ + 0.8581. Typically, to match the calculated and the measured ratios, the

transmission of the individual colors of a camera’s CFA is increased/decreased by few

percent, and it is assumed that the adjustments needed to match the blackbody or

thermocouple lookup tables are the same required for the soot ones.

The advantages of the blackbody calibration, over the thermocouple, are the more

temporally stable temperatures that can be achieved and the larger area that can

be imaged with the detector; the thermocouple, on the other hand, is relatively

inexpensive, compact, and can be heated to a higher temperature that is closer to

the range where soot temperature is generally measured (∼ 1900/2000 K against ∼

1450 K for the blackbody).

2.2.4 Chemiluminescence

Chemiluminescence is the spontaneous emission of a photon that happens during

the relaxation of a molecule M from an electronically-excited state to a stable ground

state:

M∗ →M + hν. (2.9)

In Eq. 2.9, M∗ identifies the excited molecule, h is the Planck’s constant, and ν = c/λ

is the photon frequency; hν represents the photon energy which, being solely related

to the energy levels of the transition, is a unique “fingerprint” for a specific molecule.

Chemiluminescent species are one of the main sources of flame luminosity (CH∗, for

example, is responsible for the blue appearance of premixed or diluted flames), and

are often considered useful markers to identify flame structure and flame heat release

rate [25–29]. From a diagnostics standpoint, during the spontaneous emission process

that the excited radicals undergo, the number density of the emitted photons N∗ can
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be related to the signal collected by a detector Sem according to

Sem =
1

4π
A21τVemN

∗Kγ. (2.10)

In the above equation, A21 is the Einstein A coefficient, τ the detector’s exposure

time, and Vem the pixel volume. K is a constant that accounts for the solid collection

angle and detector efficiency. It provides a relation between recorded counts and

the absolute number of emitted photons and is determined from an absolute light

intensity calibration (see Section 2.2.5) [30]. γ represents the energy transmitted by

a photon through the collection optics and is defined as

γ =

∫ λ2

λ1

η(λ)
hc

λ
Nem(λ)dλ. (2.11)

Here η accounts for the spectral sensitivity of the detector as well as the transmissivity

of any optical filters, h is again the Planck’s constant, c is the speed of light, andNem is

the normalized chemiluminescent spectral emission of the particular chemiluminescent

species. The latter can be numerically obtained using a spectral simulation software,

such as LIFBASE [31], once the temperature of the reaction zone, where such radical

species exist, is known (from measurements or simulations).

2.2.5 Absolute light intensity calibration

Quantitative measurements like the determination of soot volume fraction (Section

2.2.2), or the evaluation of the concentration of a radical species (Section 2.2.4), re-

quire an absolute light intensity calibration to relate the counts recorded by a detector

to the actual number of photons hitting the pixels. This counts/photons relationship

is affected by numerous factors that change depending on the specifics of the acquisi-

tion setup, such as the collection solid angle, the lens f−number, the transmissivity

of the optical filters, and the spectral sensitivity of the detector. An absolute light
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intensity calibration is generally performed using a light source with a known spectral

radiance so that a relation between the measured counts and emitted photons can be

established. Traditional calibration sources are blackbody furnaces or tungsten lamps

(which are expensive and require frequent re-calibrations). Less complex and less ex-

pensive alternatives are heated SiC fibers and thermocouples [7,22,23]; the latter can

be used in smaller volumes, but they have their own advantages and disadvantages

as well: SiC fibers, for example, allow the measurement of their temperature using

color ratio pyrometry (therefore not requiring any extra equipment), but are affected

by a large uncertainty in the self measured temperature (∼ 30K) which translates

into a greater uncertainty in the calibration constant [23]. Thermocouples are more

accurate in their temperature readings, but require additional voltage-acquisition in-

strumentation.

With reference to Eq. 2.10, the calibration constant K is determined by using

K =
C

τ
∫ λ2
λ1
η(λ)ε(λ)IBB(λ, T )dλ

(2.12)

where C is an average of the recorded counts, η once again accounts for the trans-

missivity of the detector and any optical filters, ε is the emissivity of the calibration

source, and IBB is the blackbody radiation evaluated at the temperature T of the

calibration source. When employing SiC fibers or thermocouples, as is the case with

the intensity calibrations performed in this work, the value of the parameter C was

determined by summing the pixel counts along the radial direction of the filament,

and averaging them along the axial direction, in a region where the axially recorded

counts were seen to be relatively constant.
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2.3 Laser-based techniques

2.3.1 Laser-induced fluorescence

Fluorescence is the spontaneous emission of radiation from an upper energy level,

which has been excited by an external source, to a ground state. In laser-induced

fluorescence (LIF) the excitation is provided by photons from a laser, which has the

advantage of being able to provide highly spatial, temporal and spectrally selective ex-

citation [32]. LIF is both a resonant and inelastic process, involving energy exchange

between the incoming photons and the molecule; for this reason, the fluorescence

emission will tend to have a lower energy with an emission that will be red-shifted

with respect to the excitation wavelength. Because of the resonant nature of the

process, the excited molecule’s cross section can be relatively large, allowing species

sensitivity down to the parts per million; thus, LIF is typically employed to measure

and monitor minor chemical species that are hard to detect with other techniques

such as Raman scattering.

The LIF treatment reported in the next paragraphs will follow the discussion pre-

sented in [32]. In the first approximation, the simplest system that can be used to

mathematically describe LIF is a two-level energy model, like the one shown in Fig.

2.6. Despite being simple, this model is an accurate enough representation of the

fluorescent behavior of diatomic molecules such as NO, CH, and OH.

With reference to Fig. 2.6, levels 1 and 2 represent specific ro-vibrational states

within the pair of ground and excited electronic states; the upper level population,

level 2, is related to the lower level population through the radiative rate coefficients

of stimulated absorption and emission b12 and b21, the Einstein rate coefficient for

spontaneous emission A21, the collisional quenching rate constant Q21, the photoion-

ization rate constant W2i, and a predissociation rate constant P . The predissociation

and quenching are non-radiative processes and do not involve any emission or ab-
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Figure 2.6: Two-level energy level diagram for the description of laser-induced fluo-
rescence.

sorption of photons. The rate coefficients for stimulated absorption/emission bij are

related to the Einstein rate coefficient of stimulated absorption/emission Bij by

bij =
BijIν
c

(2.13)

where Iν is the laser irradiance per unit frequency ( W
cm2s

), and c is the speed of light.

The rate equations of the state population densities N can be written as:

dN1

dt
= −N1b12 +N2(b21 + A21 +Q21) (2.14)

dN2

dt
= N1b12 −N2(b21 + A21 +Q21 + P +W2i). (2.15)

In the case of moderate laser energies, predissociation and photoionization can be

considered negligible; therefore, by adding Eqs. 2.14 and 2.15, one obtains:

dN1

dt
+
dN2

dt
=

d

dt
(N1 +N2) = 0. (2.16)

This results in:

N1 +N2 = constant. (2.17)
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A common approximation assumes that the system can be considered in steady state

and that N1 ≈ N0
1 ; the superscript 0 identifies the population level prior to any laser

excitation. Hence, Eqs. 2.14 and 2.15 are equal to 0, and Eq. 2.15 can be rewritten

as:

N2 = N0
1

B12

B12 +B21

1

1 +
Iνsat
Iν

, (2.18)

where Iνsat is the saturation spectral irradiance defined as:

Iνsat =
A21 +Q21

B12 +B21

c. (2.19)

As in Eq. 2.20, the fluorescence emission F is proportional to the upper level popu-

lation, N2, and the Einstein rate coefficient for spontaneous emission, A21:

F = αA21N2. (2.20)

Here, α is a constant that takes into account the geometry of the collection optics as

well as the camera gain. By substituting Eq. 2.18 into 2.20, the fluorescence signal

can be written as:

F = αN0
1

B12

B12 +B21

A21

1 +
Iνsat
Iν

. (2.21)

In the case of “linear fluorescence” (which is valid for low excitation radiances), Iν <<

Iνsat, and 2.21 becomes:

F = αN0
1B12Iν

A21

A21 +Q21

. (2.22)

This formulation will be used in Section 3.1 to describe the fluorescence behavior of

the molecule NO.
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2.3.2 Two-photon laser-induced fluorescence

Several molecules that are relevant to combustion processes have absorptions close

to- or in the deep UV spectral region; this region presents a very strong absorption

and any excitation wavelength generated in this range would not be able to propagate

in a gaseous environment (thus the term vacuum UV). Multi-photon excitation allows

access to these transitions via the simultaneous absorption of two or more photons.

Following the model presented in [33], and extended in [34], the single-wavelength

two-photon LIF model that will be relevant to the measurement of carbon monoxide

described in Section 3.2 is presented in the following paragraphs. The mathematical

treatment relies on a four-level energy diagram like the one depicted in Fig. 2.7.
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Figure 2.7: Four-level energy level diagram for the description of two-photon laser-
induced fluorescence.

Similarly to what was introduced for the single-photon fluorescence case, the upper

level population, level 2, is related to the lower level population by the rate coeffi-

cients for two-photon absorption W12, quenching Q21, spontaneous emission A21 and
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photoionization Wion through the equation

dN2

dt
= N1W12 −N2(A21 +Q21 +Wion). (2.23)

Under the assumption of both steady state and a sufficiently small rate coefficient of

stimulated absorption W12 (such that N1 ≈ N0
1 ), the equation simplifies to:

N2 =

(
W12

A21 +Q21 +Wion

)
N0

1 . (2.24)

For linearly polarized light the rate coefficient for two-photon absorption W12 can be

expressed in terms of a two-photon cross section σ [cm4]:

W12 = (σI2)/(hνL)2. (2.25)

In this equation, I is the laser irradiance (whose quadratic dependence is now the

result of the simultaneous absorption of two photons), h is the Planck constant, and

νL is the excitation frequency. Given the laser energy used in the measurements of

Section 3.2, the ionization rate was not considered negligible and its contribution was

expressed in terms of a photoionization cross section σion [35]. The ionization rate is

expressed here as:

Wion = (σionI)/(hνL). (2.26)

Once again, the fluorescence signal will be proportional to A21N2 and, by combining

Eq. 2.20 with Eqs. 2.24 - 2.26, one can obtain a final relation for the two-photon

fluorescence signal:

F = αN0
1 I

2 A21

A21 +Q21 +Wion

. (2.27)
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Boltzmann correction

The fraction of molecules in a particular energy level j can be related to the total

number density by employing the Boltzmann distribution evaluated at the local flame

temperature. This can be expressed as

Nj = Ntotfj, (2.28)

where Ntot is the total number density and fj is the population fraction of the state

j. As shown in Eq. 2.29, the fraction f of molecules in the level j includes the

contributions from the rotational and vibrational population distributions, fJ and

fV :

fj = fJfV = (2J + 1)
B

kbT
e

(
− B
kbT

J(J+1)
)
e

(−V hcωe
kbT

)
(

1− e−
hcωe
kbT

)
. (2.29)

The rotational fraction fJ derives from the modeling of the molecule as a rigid rotor,

with B being the rotational constant [36] and J the rotational quantum number.

(2J + 1) is the degeneracy of the partition function in state J . The vibrational

fraction, fV , is obtained from considering the molecule as an harmonic oscillator,

with ωe the spacing between energy levels and V the vibrational quantum number.

The population densities in Eqs. 2.22 and 2.27 can therefore be rewritten, accounting

for the Boltzmann correction, in terms of the total number density, Ntot, and the

population fraction of the ground state 1, f1:

N0
1 = Ntotf1. (2.30)

26



Quenching correction

The quenching rate Q21, assuming that the collisional component is the dominant

phenomenon, can be estimated considering the number density of the ith deactivating

species Ni [32], the collisional cross section σi, and the relative velocity vi between

the molecule m and the collisional partner i:

Q21 =
n∑
i=1

Niσivi. (2.31)

vi is a thermally averaged velocity dependent on the temperature, the Boltzmann

constant, kb, and the reduced mass of the species i and excited molecule m, µi,m:

vi =

(
8kbT

πµi,m

) 1
2

. (2.32)

The collisional cross sections σi are highly temperature- and species dependent, and

their values, in the temperature range between 293 K and 1031 K, are available in

Refs. [37] and [38] for NO and CO, respectively, along with their most relevant flame

species collisional partners.

2.3.3 Rayleigh scattering

Rayleigh scattering is a sensitive elastic laser technique based on the interaction

between an incoming electromagnetic wave and the molecule’s electrons. It relies

on the assumption that the excitation wavelength is longer than the molecule size

so that the electric field can be considered constant over the spatial displacement

of the molecule. Unlike the fluorescence process described in section 2.3.1, Rayleigh

scattering does not involve any energy exchange and the scattered light will be at

the same wavelength as the excitation. The mathematical treatment used to describe

Rayleigh scattering, as presented in [32], stems from the concept of induced dipole
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moment of a molecule as seen in Eq. 2.33:

~p = ε0α~E. (2.33)

Here ε0 is the permittivity of free space, α the molecular polarizability, and ~E the

electric field. The irradiance, the quantity that we can measure, is related to the

electric field through:

I(r, θ) =
ε0c|E(r, θ)|2

2
, (2.34)

whereas the amplitude of the electric field is related to the dipole moment through:

E(r, θ) =
pω4

4πc2ε0

sinθ

r
. (2.35)

Here c is the speed of light and ω the scattered light frequency. The irradiance

from an oscillating dipole, normalized to the unit solid angle, can then be written by

combining Eqs. 2.34 and 2.35:

IΩ(θ) =
p2ω4

32π2c3ε0
sin2θ. (2.36)

If the electric field has the form ~E = ~E0cos(ω0t), and if only the static term of the

molecular polarizability α0 is considered (the time-varying term will be relevant to

the Raman scattering emission), then the induced dipole moment becomes:

~p = ε0α0
~E0cos(ω0t). (2.37)

In general, α is a tensor and the dipole moment will change depending on the molecule

orientation with respect to the electric field. Additionally, the random orientation of

the molecules will require the scattering model to include some averaging over the

molecule orientations. Experimentally, Rayleigh scattered light is collected at 90◦
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with respect to the incident beam with a collected radiant intensity equal to

IΩ
iz(90◦) = nm

ε0ω
4α2

izE
2
z

32π2c3
. (2.38)

In Eq. 2.38, nm is the number of scatterers of type m, αiz is the averaged polarizability

tensor, and i can either be y or z depending on the detection polarization. However,

a more general and commonly used expression is the following:

Iiz(90◦) = CexpV NmI0

(
∂σm
∂Ω

)
iz

. (2.39)

In this version of the equation, Cexp is an experimental constant that accounts for the

efficiency of the collection optics, V is the volume illuminated by the laser beam, Nm

the number density of the species m, I0 the laser irradiance, and the partial derivative

term is defined as a cross section. Eq. 2.39 relates to Eq. 2.38 through the following

equivalences: I0 = (cε0)/2 ∗ E2
z ; nm = V Nm; (∂σm/∂Ω)iz ∝ ω4α2

iz. The cross section

can be related to the index of refraction n of a material with number density N thanks

to the Lorentz-Lorenz equation:

α =
3

4πN

n2 − 1

n2 + 2
. (2.40)

Hence, the polarized Rayleigh cross section written in terms of index of refraction is:

(
∂σm
∂Ω

)
=

4π2(nm − 1)2

N2
0λ

4
= σm. (2.41)

In conclusion, the Rayleigh signal collected by a detector is:

SRay = KI0NV
∑
i

xiσi, (2.42)
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where K is the efficiency of the collection optics, and xi and σi are the mole frac-

tion and Rayleigh cross section of species i, respectively. Rayleigh scattering can be

used to evaluate the temperature of a gas mixture through the dependence of the

signal on the number density N [39]. If the local mixture composition is known, the

summation term (known as effective Rayleigh cross-section) can be calculated, and

the temperature inferred from the number density using the ideal gas law under the

assumption of constant pressure. The Rayleigh scattering technique will be employed

in Chapter 5 where it is used as a test-case for the evaluation of the effectiveness of

high dynamic range imaging and time-resolved averaging in flow diagnostics.
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Chapter 3

Minor species characterization

using laser-induced fluorescence

Nitric oxide (NO) and carbon monoxide (CO) are well recognized as critical minor

species in combustion processes because of either their relevance to reaction progress

or their implication as a toxic pollutants. In combustion the importance of carbon

monoxide is well known since the oxidation of CO to CO2 is responsible for ap-

proximately one third of the total flame heat release [40, 41]; its presence among the

products is an indicator of the overall combustion efficiency and it is one of the major

pollutants because of its toxicity. NO, on the other hand, is one of the main contrib-

utors to photochemical smog as well as ozone depletion in the stratosphere through

the following generalized reaction scheme:

NO2 + hν → NO +O (3.1)

O +O2 +M → O3 +M (3.2)

NO +O3 → NO2 +O2. (3.3)
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M is a generic third body and hν represents the energy of a photon. NO itself,

at atmospheric pressure, is mainly formed through two major pathways known as

Zeldovich and Prompt mechanisms. The reactions of the Zeldovich mechanism are

summarized as follows [42,43]:

N2 +O → NO +N (3.4)

N +O2 → NO +O (3.5)

N +OH → NO +H. (3.6)

Because of the high activation energies, the above reactions are favored at high tem-

peratures; on the other hand, the Prompt mechanism can progress at lower temper-

atures and it accounts for the formation of NO through the reactions of N2 with C,

CH, and CH2 radicals from the fuel that produce intermediate species such as NH,

HCN , or H2CN that can ultimately oxidize to form NO (Fenimore pathways [44]).

For obvious environmental concerns, practical combustion systems are designed and

operated in a way that minimizes the production of both NO and CO; internal com-

bustion engines or gas turbines are operated in an optimized “window” of mixture

fraction values (or temperature) in which a balance exists between hot lean reactions

(which can favor the complete oxidation of CO into CO2 due to the excess of oxy-

gen) and low temperatures, so that the Zeldovich NO formation mechanism is not

triggered. The understanding of the interdependence between NO and CO, and the

understanding of the critical reactions behind their formations is therefore an impor-

tant step towards the goal of pollutant reduction.

Previous work focused on the measurement of NO in the target Yale methane flame

comparing the Raman scattering and LIF approaches [2], while [4] investigated the

effect and interdependency of temperature and soot formation in the target nitrogen-

diluted ethylene flames, as well as the effect that temperature has on the Zeldovich and
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Fenimore NO formation pathways. Among the various techniques to measure NO

and CO concentration, laser-induced fluorescence has proved itself a very sensitive

method for their detection especially since NO and CO are difficult to measure with

Raman scattering because of their relatively low concentration and/or interferences

with other species.

This chapter focuses on the quantitative full-field LIF measurements of NO and

CO in the target axisymmetric nitrogen-diluted 65% methane coflow laminar diffu-

sion flame, with the aim of extending the Yale experimental species database [45], and

presents results obtained in both steady and time-varying flames. Coflowing time-

varying flames offer a much wider range of interactions between the chemistry and

the flow field than can be examined under steady-state conditions and are therefore

a good case for comparison with numerical models. The complex coupling between

chemistry and fluid flow in time-varying laminar flames effectively samples different

regimes of temperature, mixture fraction, residence time, strain and scalar dissipation

rates than are observed under steady conditions. Joint experimental/computational

studies have been undertaken to study these effects and in previous works, [2,46–49],

comparisons have been made between computations and measurements of tempera-

ture and major species based on Rayleigh and Raman scattering.

When possible, and as it has been done in previous work [49], a comparison of the re-

sults has been made between the measured and computed fluorescence signals. Using

calculated values to derive measured signals rather than measuring several quantities

to derive a single calculated quantity (e.g. a mole fraction) yields a simpler exper-

iment that can have a higher signal to noise ratio and lower uncertainties. Com-

parative studies [46–49] on steady and time-varying axisymmetric coflow diffusion

flames showed that the numerical model developed at Yale is able to predict both

the temperature field and major chemical species distributions with high accuracy.

These computed results were used to simulate an expected fluorescence signal, and
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the agreement between the measured and calculated signals that was observed in

some cases provided confidence in the computational results, the fluorescence model,

and the measurement.

3.1 Nitric oxide LIF

3.1.1 Experimental setup

As already introduced in Section 2.1, the coflow diffusion flame studied burns a

mixture of methane and nitrogen (65% CH4 and 35% N2 by volume) to reduce soot

and its interference with laser scattering to a negligible level. Both the coflow air

and the fuel mixture have an average exhaust velocity of 35 cm/s with a flat and a

parabolic profile for the coflow and fuel, respectively. The resulting flame is mainly

blue with a small, lightly sooting region close to the tip. The flame is lifted 2 mm

above the burner to avoid heat transfer to the fuel tube, simplifying the numerical

simulations. The fuel tube has a 4 mm inner diameter and it is surrounded by a

74 mm I.D. coflow; a 1/32” size honeycomb is used to stabilize and straighten the

air flow. The fuel mixture was set using 2 calibrated Tylan FC-280 flow controllers,

while the air coflow was regulated using a Sierra Instruments Smart-Trak mass flow

controller. The fuel flow could be driven by a speaker in the fuel plenum to produce

a periodic time-varying exit velocity profile. In the present set of experiments the

speaker was operated at 20 Hz - a multiple of the 10 Hz laser frequency - and phase-

locked measurements were performed after synchronization of all the components.

A Stanford Research System DS345 function generator drove the speaker through a

signal amplifier. Five phases with different modulations (30% and 50% fuel velocity

modulations) were studied and are summarized in Fig. 3.1. The green markers,

labeled with the letters A to E, identify the phases at which the phase-locked LIF

measurements have been performed.
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Figure 3.1: Centerline fuel velocity modulations investigated for the forced flames,
with the five measured phases identified by the letters A, B, C, D, and E.

A schematic representation of the experimental setup used to measure NO fluores-

cence is shown in Fig. 3.2.

Dye laser +
BBO crystal

Nd-YAG 
Laser

Pulse
generator

Burner 

f500mm
lens

Energy meter

Data acquisition

Bandpass
filter

355nm

226nm

UV lens

I.I. + CCD

FS prism

Figure 3.2: Schematic representation of the experimental setup used for the measure-
ment of NO LIF.
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As a way to replicate the approach utilized by [4], the third harmonic of a pulsed

Quanta Ray Pro-250 Nd-YAG laser (10 Hz repetition rate) was used to pump a tun-

able Sirah Precision Scan dye laser containing a solution of ethanol and Coumarin

C450 (0.15 g/L). The output of the dye laser was frequency doubled with a BBO

crystal and used to excite the Q branch (0,0) of the A2Σ+ ← X2Π transition near

226 nm. The laser beam was focused to a line using a spherical f-500 mm quartz lens

and sent onto the burner through a fused silica prism; the resulting beam size was

measured to be 150 µm FWHM.

The A2Σ+ → X2Π (0,1) to (0,6) transitions were selected as collection bands for the

fluorescence emission and the fluorescence was collected through a bandpass Nikon

FF-52 UV filter (which reduced the Rayleigh scattered intensity to a minimum while

letting the red-shifted fluorescent emission pass) and imaged with a 105 mm UV

Nikkor lens onto a Gen II DEP image intensifier gated on for 5 µs (the intensifier

gain was set to 8.5 V, equal to 70% of its operative voltage range). The intensifier,

which worked also as a fast shutter, was optically coupled to a cooled SBIG STF-

8300M camera (3352 x 2532 pixels, 17.96 x 13.52 mm CCD size) using a pair of

coupled Nikkor 50 mm lenses. The acquired images were binned 3x3 pixels, and the

length projected onto the chip, increased by mounting the UV lens on an extension

tube, was equal to 47.3 pixels/mm. A Stanford Research System DG535 pulse/delay

generator provided the synchronization between the laser, the camera, and the energy

meter (Laser Probe Rm-3700). The latter took into account the energy variation as-

sociated with the degradation of the dye solution and the temporal fluctuations of the

Nd-YAG laser output. Over the course of the measurement, the average laser energy

used was in the range 50 - 180 µJ per pulse. The burner assembly was placed on a

translation stage driven by a Velmex stepper motor: consequently, data was obtained

at different burner heights in a 0.2 mm spaced scan of the flame, which allowed for

a two-dimensional reconstruction of the NO fluorescence spatial distribution. For
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every scan, a line image was the result of an integration over 10 seconds (100 laser

pulses). All the phases of the acquisition process were monitored using the software

OMA [50], which allowed for a complete interface between image recording, laser

energy measuring and burner translation control.

3.1.2 Diagnostic considerations

As previously shown in Eq. 2.22, the fluorescence signal depends on the number

density of a molecule through the Boltzmann distribution; therefore the knowledge

of the precise excited rotational quantum number J is critical; to simplify the fluo-

rescence modeling, ideally one would like to excite a specific energy level (transition)

that is determined by a specific rotational number, and that does not overlap with

other allowed transitions. The strength of the transition is another important factor

to consider, as well as the possibility that the selected energy level may be a resonant

level for other chemical species. LIFBASE [31] is a laser-induced fluorescence simula-

tion software very useful in determining the position of all the transitions of interest.

One of the software capabilities is, in fact, the ability of simulating an excitation

spectrum and this numerically derived spectrum can be compared with a measured

one and used to recognize specific transitions. Figure 3.3 shows the comparison be-

tween the LIFBASE derived NO excitation spectrum (simulated with a temperature

T = 1800 K and a spectral resolution of 0.05 Angstrom), and a measured one. The

excitation spectrum measurement was performed in a flame (in a region where, from

Rayleigh measurements, the temperature was known to be ∼ 1800 K) by tuning the

dye laser grating and scanning the wavelengths in the region 225.574 - 225.999 nm,

with 0.001 nm increments.
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Figure 3.3: Overlap between measured NO excitation spectrum (blue curve) and
simulated one (red curve). The Q(18) green line identifies the transition selected for
the LIF excitation.

Because of an offset in the dye laser grating position, the measured spectrum was

shifted 0.0085 nm when compared to the simulated one. After the relative shift was

accounted for, the excellent overlap between the two spectra allowed for the recogni-

tion of the transition of interest (as marked in Fig. 3.3). For the purpose of this work,

the Q1(J=18) transition at 225.7880 nm was selected as excitation wavelength since

it did not overlap with other allowed transitions, it was relatively strong and well

populated at flame temperature and it reduced the possibility of interference from vi-

brationally hot oxygen [52]. The subtraction of an off-resonant signal at 225.6400 nm

accounted for molecular broadband fluorescence, PAH incandescence interferences, as
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well as flame luminosity.

The experimental setup described in Section 3.1.1 relies on the direct imaging of

NO fluorescence, which comprises emission from several emission bands. Previous

NO LIF measurements [4] relied on the spectrally resolved collection of the fluo-

rescence and the selection of a single emission band (i.e the (0,3) band) thanks to

the use of an imaging spectrometer. Since the imaging approach would increase the

throughput and the efficiency of the entire collection system, thus the signal-to-noise

ratio of the measurement, and simplify the data post-processing, spectrally resolved

measurements were initially taken with the setup shown in Fig. 3.4 as a way to assess

the feasibility of an imaging approach over the more conventional spectrally-resolved

one.
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generator
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Figure 3.4: Experimental setup for the spectrally-resolved measurement of NO laser-
induced fluorescence.
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In this setup (shown in Fig. 3.4) the fluorescence was collected once again through

a bandpass Nikon FF-52 UV filter and imaged with a 105 mm UV Nikkor lens onto

the entrance slit of a SPEX 270 imaging spectrometer (300 µm wide, 300 groove/mm

grating with a 250 nm blaze angle). The spectrometer output was sent onto a Gen

II DEP image intensifier (gated on for 5 µs), optically coupled to a cooled SBIG

STF-8300M camera using a pair of coupled Nikkor 50 mm lenses. A typical in-flame

spectrum returned by the spectrometer is shown in Fig. 3.5; the individual emission

bands are clearly visible and their fluorescence intensity, taken at a fixed height above

the burner, is displayed here as function of wavelength and the radial coordinate (the

zero coordinate refers to the flame axis).
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Figure 3.5: Radially resolved NO emission spectrum as collected through a Nikon
FF-52 UV filter.
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A clearer representation of Fig. 3.5 is shown in Fig. 3.6, where the resonant fluo-

rescence emission is plotted as function of wavelength, for a fixed radial coordinate;

the blue curve shows the emission bands (0,0) to (0,6) as collected through the FF-

52 UV bandpass filter, whereas the red curve represents the fluorescent off-resonant

background. Note that, normally, the (0,1) band would be the strongest one but the

acquired signal intensity was shaped by the transmittance of the bandpass filter used.
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The fluorescent intensity is generally evaluated by integrating the signal of a specific

emission band over a spectral interrogation region; however, the larger the number of

integrated bands, the larger the expected signal-to-noise ratio of the measurement.

To verify that the same quantitative result is obtained independently of the selection

of emission bands, a comparison between measured and computed fluorescence signals

(along the axial section shown by the white dashed line in Fig. 3.7) was made by

considering several combinations of spectral interrogation regions. Specifically, results

were obtained by spectrally integrating over the (0,1) band, the (0,3) band, the (0,1)

to (0,2) bands, and the (0,1) to (0,5) bands, and the results, normalized with respect

to the maximum simulated value, are shown in Fig. 3.8.
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Figure 3.7: Simulated normalized NO LIF signal for the 65% methane flame: the
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Figure 3.8: Comparison between normalized simulated and measured fluorescence,
evaluated considering the contribution of different emission bands, plotted along the
section defined in Fig. 3.7.

The average quantitative results returned by the various combination of bands were

seen to be equivalent to one another; the selection of the (0,1) band was the case

that returned the noisiest result because of its relatively low intensity (see Fig. 3.5);

as the selection shifted towards bands with higher signal-to-noise ratio, or towards

multiple bands, the final fluorescence displayed an overall improved signal-to-noise

ratio. Since the off-resonant signal subtraction was seen to account for the presence

of broadband fluorescence in a satisfactory way, it was therefore possible to use all the

bands above the (0,0) as the spectral collection region, thus enabling the possibility

of a direct imaging of NO fluorescence through the aforementioned bandpass filter.

The (0,0) band, being coincident with the Rayleigh scattering line, cannot be easily

used to derive quantitative results, and therefore was filtered out and not considered.
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The fluorescence and quenching models implemented to describe NO LIF (see Eq.

2.22) presume that the fluorescence is “linear”; this requires the measurements to be

performed below saturation, in a regime where the fluorescence signal scales linearly

with the laser intensity. A linearity check was performed by measuring, for a fixed

excitation wavelength, the in-flame fluorescence signal of NO as a function of the

laser output energy. For the analysis, the laser energy was varied from 1 mJ to 70

µJ by simply waiting for the dye to degrade over time. As one can see from Fig. 3.9,

the signal displayed a linearly behavior for intensities lower than ∼ 150 µJ (see inset

and blue markers in Fig. 3.9); for this reason, the in-flame NO measurements were

performed with laser energies lower than this threshold.
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Figure 3.9: NO laser-induced fluorescence signal as function of laser energy. The
inset highlights the linear fluorescence regime.
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The NO saturation limit has been reported to be 1.2 ∗ 107 W ∗ cm/cm2 [53], similar

to the highest spectral irradiance recorded in the linear regime that we measured

(∼ 1.25 ∗ 107 W ∗ cm/cm2). The quenching contribution was evaluated following the

relation given in Eq. 2.31 and assuming that the collisional quenching cross sections

provided in [37] could be extrapolated up to flame temperatures, as shown in Fig.

3.10.
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The resulting quenching correction is shown in Fig. 3.11 along with the computed

temperature used for its evaluation and the Boltzmann population fraction, computed

according to Eq. 2.29.
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Figure 3.11: (a) Computed temperature, (b) Boltzmann population fraction, and (c)
quenching rate used for the evaluation of Eq. 2.22.

The fluorescence derived from a nitrogen-diluted NO mixture of known composition

at room temperature (45.2 ppm of NO in N2, with the addition of 3% of oxygen,

by volume) was compared with a simulated fluorescence signal calculated under the

same conditions and used to calibrate and determine the experimental constant α in

Eq. 2.22. The addition of O2 was found to be necessary to control the quenching

rate of the mixture; the quenching cross section of NO by N2 is small and not very

well known [37], whereas O2 has a larger and better defined cross section that can be

exploited to reduce the uncertainties associated with the evaluation of the quenching

rate. The final simulated NO fluorescence signal was then computed using a Matlab

script and compared with the measured two-dimensional fluorescence raw signal. The

latter was derived by subtracting the off-resonant signal to the resonant one, and by

mirroring the image along its symmetry axis to average the two halves as a way to

increase the signal-to-noise ratio of the result. An example of raw resonant and off-

resonant NO signals (in arbitrary units) for the steady 65% methane flame is shown

in Fig. 3.12.
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Figure 3.12: Resonant (left) and off-resonant (right) NO laser-induced fluorescence
signals for the steady 65% methane flame.

Numerical model

The numerical model implemented for the simulations consisted of an unconfined,

axisymmetric, laminar diffusion flame in which a cylindrical fuel stream is surrounded

by a coflowing oxidizer jet. The real fuel and coflow velocity profiles have been mea-

sured with PIV to ensure that the profiles were parabolic and flat, respectively, and

those measurements were used as boundary conditions for the computation. The set

of elliptic two-dimensional governing equations - mass, momentum, species and energy

- were solved in a vorticity-velocity formulation. The resulting nonlinear equations

were solved by a combination of time integration and Newtons method. The compu-

tation employed the GRI 3.0 chemical mechanism with 52 species for the steady flame,

and a reduced GRI 2.11 mechanism with 31 species for the time-varying one. A more

detailed discussion is presented in [49] and [48] for the steady and the time-varying

flames, respectively.
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3.1.3 Results and discussion

Steady flame

As mentioned, NO fluorescence in the steady 65% flame had already been mea-

sured through spectrally resolved measurements and compared to simulations [4]; the

first step was therefore the repetition of the steady flame acquisition with the new

imaging approach to ensure consistency between the results. Figure 3.13 shows the

resulting computed (left) and measured (right) NO fluorescence.
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Figure 3.13: Computed (left) and measured (right) NO laser-induced fluorescence
signals for the steady 65% methane flame.

The absolute fluorescence intensity, between simulation and experiment, showed a no-

ticeable difference, especially along the flame wings and in the plume above the flame.

The NO fluorescence, on the fuel side, was modeled in a quantitatively reasonable

way, whereas its simulation on the oxidizer side overestimated its concentration (the

chemical mechanism employed was known to over predict NO production by a factor

of ∼ 2.5 [51]; on the other hand, the GRI 2.11 mechanism was seen to underestimate
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NO production instead [4]). Despite the disagreement in the absolute signals, the

gradients distribution of NO on the oxidizer side is still comparable: the NO fluo-

rescence peak at the flame front is present in both results (because of the Fenimore

NO formation as a consequence of the presence of CH radicals), and the relative

intensity gradients in the wings and plume are correctly reproduced. The current

experimental data, along with the numerical simulation discrepancy, was consistent

with the findings of [4]. Figure 3.14 shows the fluorescence intensity plotted along

the flame centerline, together with the previous results from Connelly.
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Figure 3.14: Comparison between the measured and computed centerline fluorescence
intensities for the steady 65% methane flame. The result from [4] is reported as well.

The overall experimental NO distribution was found to be equivalent, with the imag-

ing approach returning the same quantitative information as the spectrally resolved

one, but with an improved signal-to-noise ratio. The small differences in flame height

between the current and previous experimental results (see blue and orange curves in

Fig. 3.14) were attributed to slightly different calibrations of the flow controllers.
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The experimentally derived- temperature and major species [47,48] were finally used

to evaluate the Boltzmann and quenching corrections and derive a NO mole fraction

value from the acquired fluorescence signal. Figure 3.15 shows those results along

with the measured NO concentration.
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Figure 3.15: a) Measured temperature, (b) Boltzmann population fraction, (c)
quenching rate, and (d) NO mole fraction.

Despite the fluorescent signal having a good signal-to-noise ratio, the final recon-

structed NO mole fraction still had a relatively high noise. This was due to the

fact that the quenching rate depended on high-noise Raman measurements of species

such as CO, CO2 and H2O that negatively affected the smoothness of the quenching

correction (see Fig 3.15c).
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Time-varying flame

Figure 3.16 show the results of the measured NO fluorescence distribution for five

different phases of the time-varying flame with a 30% and 50% modulation of the

fuel velocity (top and bottom, respectively). For the specific case of the time-varying

flames, the chemical model used for the simulation was a “reduced” variant of the

GRI 2.11 which did not have any nitrogen-containing species (except N2); therefore

a direct comparison between simulated and measured fluorescence was not possible.

Such reductions were implemented to decrease the size of the system and reduce the

overall computational time (simulated time-varying results are however available for

the specific case of CO, reported in the next section).
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The fluorescence distribution is expected to be somehow smooth and continuous so,

in order to remove unrealistic discrete jumps between line measurements taken at

progressive heights above the burner, the above images were smoothed along the

vertical direction.

When compared to the steady result, the absolute peak fluorescence signal of the time-

varying cases did not change significantly; the flame modulation, naturally, induced

a spatial redistribution of NO whose sudden increase, from the fuel to the oxidizer

side, tended to follow the position of the peak CH∗ profiles (see the normalized CH∗

distributions in Fig. 3.17), confirming the major role of the Fenimore mechanism on

the NO formation.
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Figure 3.17: Measured CH∗ chemiluminescence for the time-varying 65% methane
flame - five phases of the 50% modulation.

Note that the measurements shown in Fig. 3.16 were very sensitive to the relative

phase: in the forced flames soot production was facilitated since, at some locations and

phases, the residence times increased, favoring soot growth. A small phase mismatch

between resonant and off-resonant signals could therefore have introduced unwanted

soot-derived luminosity when the two signals were subtracted.
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3.2 Carbon monoxide LIF

One- and two-dimensional quantitative laser-induced fluorescence (LIF) measure-

ments of CO concentrations in steady and time-varying hydrocarbon flames have been

reported in several studies in the past proving the accuracy, reliability and detection

limits of the technique. The majority of the approaches excite the B1Σ+ ← X1Σ+

transition in the Hopfield-Birge system around 230.1 nm using a two-photon pro-

cess [54–58,137], and rely on the B1Σ+ → A1Π+ (0,1) transition as a collection band.

To overcome the possible crosstalk of Swan band C∗2 fluorescence emission in the

aforementioned collection region, Linow et al. [59] proposed an alternative scheme

that excites the C1Σ+ ← X1Σ+ transition via a two-photon process at 217.5 nm.

As an additional and alternative example of CO measurement, Kirby et al. [60] per-

formed CO imaging in flames by employing infra-red LIF.

Previous studies have shown that operating at high laser intensity has several ad-

vantages other than improving the signal intensity [55, 58]: in a regime where pho-

toionization dominates, in fact, the quenching contribution can be neglected and the

fluorescence is seen to scale linearly to the laser energy. In this section, an unpub-

lished model of two-photon CO LIF developed by Settersten and coworkers (Personal

Communication [34]) was partially implemented to take photoionization into account

and get as accurate results as possible.

3.2.1 Experimental setup

The burner and flame used for the CO measurements are the same as described

in Section 3.1.1 and their description will not be repeated here. Figure 3.18 shows a

schematics of the experimental setup used for the CO LIF measurement.
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Figure 3.18: Schematic representation of the experimental setup used for the mea-
surement of NO LIF

The third harmonic of a pulsed Quanta Ray Pro-250 Nd-YAG laser (10 Hz repeti-

tion rate) was used to pump a tunable Sirah Precision Scan dye laser containing a

solution of methanol and Coumarin C450 (0.152 g/L). The output of the dye laser

was frequency doubled with a BBO crystal and used to excite the Q branch (0,0)

of the B1Σ+ ← X1Σ+ transition near 230 nm through a two-photon process. The

laser beam (line width of ∼ 0.5 cm−1) was focused to a line above the burner using

a spherical f-500 mm quartz lens; the resulting beam size was measured to be 150

µm FWHM. The B1Σ+ → A1Π+ (0,1) transition was selected as a collection band

for the fluorescence emission and it was collected through a 488 nm interference filter

(10 nm FWHM bandwidth, tilted 15◦ to decrease the central wavelength from 488 to

483 nm) and focused with an 85 mm Nikkor lens onto a Gen II DEP image intensifier

gated on for 3 µs (the intensifier gain was set to 8.5 V, equal to 70% of its operative

voltage range, and the glass lens doubled as a filter for the scattered UV light). The

intensifier, which worked also as a fast shutter, was optically coupled to a cooled SBIG

STF-8300M camera (3352 x 2532 pixels, 17.96 x 13.52 mm CCD size) using a pair of
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Nikkor 50 mm lenses. The magnification achieved, increased by mounting the 85 mm

lens on an extension tube, was 200 pixels/mm. A Stanford Research System DG535

pulse/delay generator provided the synchronization between the laser, the camera,

the energy meter (Laser Probe Rm-3700) and the function generator that drove the

speaker for the fuel velocity modulation (Stanford Research System DS345). The en-

ergy meter took into account the energy variation associated with the degradation of

the dye solution and the temporal fluctuations of the Nd-YAG laser output. During

the experiments, a new dye solution allowed for an hour of measurements before the

substitution of the worn-out dye was necessary. During this time the laser energy

typically ranged between 1.9 and 1.3 mJ per pulse. The burner assembly was placed

on a vertical translation stage driven by a Velmex stepper motor. Consequently, data

was obtained at different burner heights in a 0.2 mm spaced scan of the flame, which

allowed for a 2D reconstruction of the CO fluorescence spatial distribution. For ev-

ery scan, a “line” image was the result of an integration over 20 seconds (200 laser

pulses). As was the case for the NO measurements, all the phases of the acquisition

process were monitored using the software OMA [50].

3.2.2 Diagnostic considerations

As previously shown in Eq. 2.27, the fluorescence signal depends on the number

density of a molecule through the Boltzmann distribution, which requires the knowl-

edge of the precise excited rotational quantum number J for its evaluation. The

temperature dependence of the CO total population fraction is plotted in Fig. 3.19,

according to Eq. 2.29, for three different rotational quantum numbers J (and for V s

= 0) showing how, in the temperature range 1000 - 2000 K, the dependence decreases

as the number J is increased.
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Figure 3.19: Total CO population fraction as function of three rotational quantum
numbers J .

In the current study, J = 25 was the rotation quantum number selected for the

excitation because of its minimal dependence in the range of temperatures relevant

to in-flame CO production (∼ 1000 - 2000 K). This reduced dependence minimized

any error related to the temperature evaluation while keeping the signal-to-noise ratio

satisfactory.

To relate the selected J to a specific excitation wavelength an in-flame CO excitation

spectrum was performed in a region where the flame temperature was known from

previous Rayleigh measurements [2]. Unlike the case of NO, LIFBASE does not

compute CO spectra, therefore the simulated spectrum needed for the comparison

was computed according to [36,61–63] and it is shown in Fig. 3.20 (assuming a Tflame

= 1200 K); such comparison allowed for the selection of the 230.008 nm wavelength

on the dye laser that excited the rotational quantum number J = 25. An off-resonant

signal at 230.15 nm was taken as a background, and this accounted for molecular

broadband fluorescence, incandescence interferences, and flame luminosity.
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Figure 3.20: Overlap between measured CO excitation spectrum (blue curve) and
simulated one (red curve). The green line identifies the wavelength selected for the
LIF excitation.

Additionally, the simulated spectrum allowed for the evaluation of the line spacing

between the rotational quantum numbers around J = 25. In this region the spacing

was calculated to be ∼ 0.6 cm−1, which is wider than the line width of the laser

that was employed; however, Doppler and pressure effects caused the broadening

of these lines which in turn lead to a band overlap with a consequent excitation

of multiple J levels. The modeling of the broadening was done assuming Lorentzian

distributions with 1.3 cm−1 FWHM bandwidth, as suggested in [61]. Figure 3.21 plots

the broadened lines distribution in the range between J = 20 to J = 30 highlighting

the simultaneous excitation of numerous transitions by the laser pulse (shown by the

red curve).
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Figure 3.21: Overlap of the broadened transitions (modelled as Lorentzians) with the
laser pulse.

To account for the simultaneous excitation of multiple Js an effective Boltzmann

population distribution was evaluated considering a weighted average of all the tran-

sitions overlapping with the laser excitation. The relative contribution of the various

Js to the final Boltzmann distribution is summarized in Fig. 3.22; with reference to

Fig. 3.21, for each J , the contribution was evaluated as the ratio between the total

area of the Lorentzian, and the area of the region spanned by the 0.5 cm−1 laser line

width.
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Figure 3.22: Transition’s contribution as function of the rotational quantum number
J .

The B1Σ+ → A1Π+ (0,1) transition that was chosen to collect the fluorescence signal

was verified not to overlap with the nearby C∗2 Swan band emission, whose closest

peaks are located around 470 nm (C∗2 was seen to overlap instead with the (0,2)

emission band centered around 518 nm). Figure 3.23 shows a superposition of a CO

emission spectrum (measured at ambient temperature using a calibration gas), the

collection region determined by the interference filter (orange curve), and part of the

C∗2 emission that could possibly interfere with the (0,1) band (red curve).
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Figure 3.23: CO emission spectrum plotted along with one of the C∗2 band and
interference filter spectral collection region.

Spectroscopic measurements of in-flame CO emission have also been performed and

are shown in Fig. 3.24. The top plot displays the emission recorded when tuning the

laser to several off-resonant frequencies, while the bottom one displays the resonant

signals. The off-resonant results clearly revealed the relative position of the C∗2 bands

with respect to the collection region and CO bands. In the resonant results, despite

the poor signal-to-noise ratio, the (0,1) band clearly exhibited a broadening and a

blue-shifting when the laser excitation was tuned to higher Js (higher wavelengths),

and it was verified that in the collection region defined by the interference filter C∗2

overlap was never present, regardless of the excited J .
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Figure 3.24: In-flame CO emission spectrum. (Top) off-resonant signals and spectral
position of C∗2 Swan bands; (bottom) resonant signal and spectral position of the CO
bands with respect to C∗2 ones and collection region.

The numerical model implemented is the same as the one described in Section

3.1.2 and will not be repeated here. The simulation results have undergone multiple

validations [2,46–49] giving us confidence about their reliability; thus, the numerically-

derived temperature and species distributions were used to determine the Boltzmann

and quenching rate corrections through the use of Eqs. 2.29 and 2.31. Despite being

a minor contributor, the quenching rate was modeled and implemented in the overall

calculation: it was evaluated following the relation given in Eq. 2.31 and assuming

that the collisional quenching cross sections provided in [38] could be extrapolated to

flame temperatures as well, as shown in Fig. 3.25.
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Figure 3.25: Quenching cross sections of the most relevant CO collisional partners,
as function of temperature.

In the flame region the quenching rate value was measured to be on the order of ∼

3*109 s−1, a value that had to be compared with the photoionization rate in order

to verify the accuracy of the photoionization-dominance claim. Because of the high

average laser fluences used in this study (∼ 8.5 J/cm2), the photoionization effect

was indeed significant: its value, in the flame region, was calculated according to [34]

to be on the order of ∼ 1010 s−1. The resulting photoionization rate is shown in Fig.

3.26, along with the computed temperature, Boltzmann, and quenching corrections.
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Figure 3.26: (a) Computed temperature, (b) Boltzmann population fraction, (c)
quenching rate, and (d) photoionization rate used for the evaluation of Eq. 2.27.

The photoionization rate distribution was seen to be constantly decreasing with the

distance from the burner surface; this was due to the temporal degradation of the dye

that resulted in lower laser energy output as the measurement was performed (the

flame scan was done from the bottom to the top). The denominator of Eq. 2.27 was

dominated by the photoionization term yielding an overall nearly linear dependence

of the fluorescence signal to the laser intensity; the linearity of the CO fluorescence

was verified by recording LIF resonant emission, measured in flame, as function of
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the laser energy (see Fig. 3.27).
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Figure 3.27: Relation between CO laser-induced fluorescence and laser energy.

The linear dependence of the fluorescence signal to the laser energy allowed for a

shot-to-shot signal correction based on the power meter reading. Note that, if ex-

trapolated, the data points shown in Fig. 3.27 will not intersect the axis origin; this

was due to the fact that the data were derived from resonant signals only, and were

missing an off-resonant subtraction. Given the absence of any laser-induced fluores-

cence in the off-resonant signals (as seen in Fig. 3.24) the linear trend shown in Fig.

3.27, therefore the linear behavior of the fluorescence, was believed to be accurate.

The spontaneous emission rate, according to [64], was assumed to be on the order of

107 s−1; because of the linear scaling of the fluorescence with the laser intensity, stim-

ulated emission was assumed to be negligible. Production of CO from CO2 by pho-

tolytic reactions was considered negligible as well; from the good agreement between

simulations and Raman scattering measurements, and given the fact that photolytic

CO production can be most important in lean premixed flames, it was implied that
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such contribution was minor for this specific case. The fluorescence derived from a

nitrogen-diluted CO mixture of known composition at room temperature (4% CO,

96% N2, by volume) was compared with a simulated fluorescence signal calculated

under the same conditions and finally used to calibrate and determine the experi-

mental constant α in Eq. 2.27. The final simulated CO fluorescence signal was then

computed using a Matlab script and compared with the measured two-dimensional

fluorescence raw signal.

3.2.3 Results and discussion

Steady flame

As a first step, the calculated and measured CO fluorescence signals were evaluated

for the steady flame case and their comparison is shown in Fig. 3.28 (left and right,

respectively).
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Figure 3.28: Computed (left) and measured (right) CO laser-induced fluorescence
signals for the steady 65% methane flame.
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Cross sections of the fluorescence intensity taken along the flame centerline, and along

the radius, for three different heights above the burner, are shown in Fig. 3.29.
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Figure 3.29: Fluorescence intensity cross section along the centerline and at three
different heights above the burner: comparison between measured and simulated
results.

67



The agreement is seen to be excellent when considering both the spatial distribution

and the overall absolute intensity; the liftoff height and the flame length are correctly

predicted as well as the fluorescence intensity gradients. The good agreement provided

confidence in both the fluorescence measurement and the modeling itself. Because the

major species in this flame were measured separately using Raman scattering, and the

temperature was measured with Rayleigh scattering [47, 48], the fluorescence signal

could be used to determine the absolute CO number density by employing Eq. 2.27.

The measured temperature and species concentrations were used for the Boltzmann

and quenching corrections (see Fig. 3.30), while the recorded laser intensity accounted

for the photoionization rate. Figure 3.31 shows the comparison between calculated

(left), LIF-derived (center) and Raman-derived (right) CO mole fractions.
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Figure 3.30: (a) Measured temperature, (b) Boltzmann population fraction, and (c)
quenching rate.
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Figure 3.31: Computed (left), fluorescence-derived (center), and Raman-derived
(right) CO mole fraction.

The signal-to-noise ratio (SNR) in the measured CO mole fraction is ∼ five times

greater than the previous one measured with Raman scattering. The SNR was evalu-

ated by considering an interrogation region below the tip of the flame where, according

to computations, the average CO mole fraction is roughly constant. In this region

the SNR was calculated by dividing the mean pixel values by the RMS. As expected,

the SNR for the CO mole fraction is lower than the fluorescence one, since the exper-

imental measurements contribute to the overall noise. The calculated absolute CO

mole fraction is comparable to the measured value and the absolute intensity and

features, like the CO peak along the flame wings, as well as the overall distribution,

are correctly reproduced.

Despite the fact that the quenching rate in the flame region is roughly 33% of the

photoionization rate, the justification for neglecting the quenching correction came

from the comparison between the fluorescence calculated with and without quenching

contribution; as can be see from the plots in Fig. 3.32 (plots along the centerline and
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across the flame for three different heights above the burner) such difference was less

than ∼ 10%.
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Figure 3.32: Fluorescence intensity cross section along the centerline and at three
different heights above the burner: influence of the quenching correction.

Time-varying flame

Having demonstrated reasonable agreement for the steady flame, the approach

was subsequently extended to the time-varying cases. Figure 3.33 show the results

for the measured and computed CO fluorescence distribution at five different phases

of the time-varying flame with a 30% modulation of the fuel velocity. Each column

represents one of the five phases investigated (except the first one which is the steady

result) and the fluorescence signal is shown along with the computed temperature and

computed Boltzmann population fraction (Fig. 3.34), and the computed quenching

correction and photoionization rate (Fig. 3.35).
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The plots in Fig. 3.36 compare the fluorescence intensity along the flame centerline

for the five phases considered.
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Figure 3.36: Fluorescence intensity along the flame centerline for the time-varying
flame shown in Fig. 3.33.

74



Figure 3.37 show the results for the measured and computed CO fluorescence distri-

bution at five different phases of the time-varying flame with a 50% modulation of

the fuel velocity. Each column represents one of the five phases investigated (except

the first one which is the steady result) and the fluorescence signal is shown along

with the computed temperature and computed Boltzmann population fraction (Fig.

3.38), and the computed quenching correction and photoionization rate (Fig. 3.39).
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The plots in Fig. 3.40 compare the fluorescence intensity along the flame centerline

for the five phases considered.
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Figure 3.40: Fluorescence intensity along the flame centerline for the time-varying
flame shown in Fig. 3.37.
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The agreement in the spatial distribution was found to be reasonable despite some

variations in the fluorescence signal intensity (∼ 15% discrepancy). These measure-

ments, in fact, proved to be quite sensitive to the relative phase: compared to the

steady, non-sooting case, the forced flame starts to produce soot since, at some loca-

tions and phases, the residence times increase and the growth of soot is favored. A

small phase mismatch between resonant and off-resonant signals could therefore have

introduced unwanted soot-derived luminosity when the two signals were subtracted.

The measurements were also found to be sensitive to changes in the calibration con-

stant: the calibration was performed immediately after the steady flame case and

works well for that condition. However, for the remainder of the dataset (ten flames

corresponding to five phases of two forcing conditions) the initial calibration was

found to be less satisfactory. The calculations have shown that the CO fluorescence

intensity at the base of the flame is essentially constant regardless of the specific

phase. Therefore, a calibration correction was made to ensure phase-to-phase con-

sistency by scaling and matching the intensity at the base of the flames. For future

reference, improvements in the intensity accuracy are expected with more frequent

and consistent calibrations. In any case, the computations seemed to systematically

overestimate the signal on the flame wings, while fluorescence intensity peaks were in

some cases present at the flame tip, probably because of soot interference not prop-

erly corrected. The uncertainty in the measured steady flame CO mole fraction was

estimated to be ∼ 10%. This value derived from the uncertainties related to the beam

spot area evaluation (∼ 7%), photoionization rate (∼ 6%), and calibration constant

(∼ 3%). The error is higher for the time-varying case because of the additional un-

certainty on the relative phase and calibration, but it hasn’t been quantified. The

fluorescence-derived CO mole fraction for the time-varying flame was not computed;

a small phase shift between the LIF measurements and the Raman/Rayleigh ones did

not allow for a correct match and solution.
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Imaging considerations

The fluorescence images presented in this chapter were obtained by combining

multiple one-dimensional line measurements. A direct and more conventional two-

dimensional imaging procedure, however, would improve the quality of the experi-

mental data even more. The overall acquisition time would decrease with two major

benefits: first, the shorter the time required to complete the measurement, the lower

the dye degradation will be, along with the fluctuation of laser energies associated

with it. Second, the closer the calibration procedure is to the actual beginning and

end of the measurement, the more accurate will be the quantitative result. Imaging

of a 3 mm high laser sheet was tried with minor success: the main problem was not

the reduced laser fluence, but the multiple modes generated by the dye laser that pro-

duced laser sheets with unsteady and temporally-variable intensity profiles (see Fig.

3.41 where laser sheet intensity cross sections belonging to different measurements

are compared). These non repeatable profiles would not allow for a proper laser sheet

intensity correction and background subtraction.
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Figure 3.41: CO fluorescence cross section of laser sheet intensity acquired during
three different measurments.
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3.3 Conclusions

The results obtained and presented in this chapter extended the experimental

database of minor species pertaining the target Yale 65% methane flame; the experi-

mental data (fluorescence measurements, photoionization rate, and numerical results)

are now available online for the scientific community [45]. The nitric oxide LIF eval-

uation was simplified by substituting spectrally resolved measurements with more

straightforward imaging measurements; the NO spatial distribution of the steady

flame was complemented with the measurement of NO fluorescence in two time-

varying flames characterized by different fuel modulation velocities. It was observed

that the peak fluorescence increase is related to the spatial positioning of the CH rad-

ical, and the notion that the Fenimore pathways play a major part in the formation

of NO in these flames was confirmed.

The carbon monoxide LIF measurements improved the overall signal-to-noise ratio

of the previous Raman-based results and confirmed that measurements performed in

the photoionization dominant region are indeed a viable approach that can be used

to simplify quantitative CO measurements; the evaluation of the quenching rate can

in theory be avoided and a shot-to-shot intensity correction is possible due to the

linearity of the fluorescent signal.
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Chapter 4

High dynamic range imaging

applied to combustion diagnostics

High dynamic range (HDR) imaging is the process of combining several images,

with varying degrees of saturation, into a single unsaturated one [65, 66]. The basic

ideas have been used in photography for many years and nowadays, with the increased

availability and power of digital imaging systems, numerous algorithms have been

developed for HDR imaging [67]. These algorithms generally consist of two parts,

namely the creation of a high dynamic range image from several exposures, and the

so called “tone mapping” to allow HDR images to be displayed on low dynamic

range screens or hard copies. While the tone mapping part of HDR algorithms has

mainly artistic value, the creation of images with increased dynamic range has useful

potential for scientific applications.

The quality of data in quantitative imaging experiments can, in general, be limited

by the finite dynamic range of the detection systems and by the limited signal-to-noise

ratio (SNR) at low signal levels. This can be particularly problematic when arithmetic

operations on several images or color channels must be combined to obtain a desired

quantity. If the phenomenon under study is steady, improvements in SNR can be
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obtained by signal averaging; however, the HDR approach can be helpful when only

a limited number of exposures are possible or available.

One such example is the NASA Structure and Liftoff in Combustion Experiment

(SLICE) campaign aboard the International Space Station (ISS) [68]. The investiga-

tion of the effects of microgravity on laminar coflow diffusion flames was undertaken

by taking images of flames under different conditions (i.e., by varying the fuel type

and dilution, nozzle dimension, gas velocity) with a commercial digital single-lens

reflex (DSLR) camera. As shown in Section 2.2.1, the response of the detector had

been spectrally characterized allowing the camera to be used as a two-color imaging

pyrometer to derive the soot temperature and soot volume fraction distributions [68].

In microgravity, because of the longer residence times, the soot load in such flames

increases compared to normal gravity conditions, and so does the overall luminosity,

which resulted in some saturated images. As a consequence of limited fuel supply,

the saturated acquisitions could not be repeated with lower exposure times as would

be required for conventional signal averaging. HDR processing of these frames, how-

ever, can prove useful in retrieving quantitative information that would otherwise be

rejected.

Other applications can also be envisioned, and are described in more detail in

Chapter 5 of this thesis. In planar imaging of unsteady phenomena, for example,

HDR techniques can be applied by using a double-pulsed laser with differing pulse

energies and an interpulse separation short enough that two consecutive frames sample

the same event. Signal detection using a fast interline-transfer detector to acquire two

sequential images with different signal levels could be used to reconstruct an HDR

image in which the SNR is comparable in both low and high signal level regions.

While much of the literature on HDR imaging deals with the tone mapping re-

lated to the image rendering, this aspect is not relevant for the purpose of quantitative

measurements, it has not been investigated, and will not be discussed in this thesis.
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Scientific detectors are designed to have a linear response; consumer digital cam-

eras, on the other hand, might behave differently and have built-in capabilities to

modify the detector response near the low and high end of the dynamic range, just

for rendering purposes. For this reason, HDR algorithms have been developed with

the ability to retrieve the camera response function, given a sequence of frames at

different exposures, to reconstruct the final HDR image [69,70].

Application of HDR imaging to scientific measurements has been pursued in var-

ious fields including sonar imaging, biology, microscopy, and optics [71–75]. Despite

problems related to vignetting, alternative approaches to HDR imaging based on vari-

ation of aperture instead of exposure have been investigated and proposed as well [76].

In this chapter, the use of HDR imaging algorithms is presented as a way to improve

combustion measurements. It is shown that the HDR approach can help increase the

SNR in low intensity regions when a limited number of frames are available, while

maintaining the original quantitative information.

4.1 Application of HDR imaging to color ratio py-

rometry

Two-color ratio pyrometry is a technique capable of determining the temperature

of a radiating body using a digital color camera as an imaging pyrometer. Flame

temperature information can be retrieved by measuring the incandescence from soot

or a SiC fiber placed in the flame. When the spectral responses of the red, green

and blue (RGB) channels of a color filter array (CFA) are measured, and the spectral

emissivity of the bodies is known, signal ratios can be calculated as a function of the

emitting body temperature. More detailed descriptions are reported in [12, 23] and

in Section 2.2.1 of this thesis. Naturally, the method accuracy and its applicability

to quantitative measurements rely on the camera having a linear response across the
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whole dynamic range; in addition, the camera reciprocity gains relevance when dealing

with HDR images, since the data are collected at several exposure times and need to

be normalized with respect to a reference exposure. Additionally, for HDR imaging,

linearity and reciprocity must also be assessed when some areas of the images are

saturated.

Three color cameras suitable for two-color ratio pyrometry that have been used

for LDR measurements, and whose extension to HDR imaging will be analyzed in

this chapter, consisted of the following:

• Nikon D300s: CMOS sensor, 4288 by 2848 pixels, 23.6 x 15.8 mm2 sensor size,

14 bit A/D converter (used in the SLICE experimental campaign [68]).

• Nikon D70: CCD sensor, 3002 x 2000 pixels, 23.7 x 15.6 mm2 sensor size, 12

bit A/D converter (used in a soot pyrometry work [12]).

• Prosilica GigE GC1380CH: CCD progressive sensor, 1360 x 1024 pixels, 8.77 x

6.60 mm2 sensor size, 12 bit A/D converter (selected for the ACME experimental

campaign [77]).

Because of the unique requirements of HDR imaging, separate measurements were

performed to determine the linearity and reciprocity of the detectors.

Detector linearity

To assess the detector linearity, the cameras were used to image a LED light source

that was lit for varying amounts of time ranging from 25 µs to 250 ms. The LED

gating was controlled with a pulse generator and the LED rise time was measured to

be ∼ 250 ns using a Hamamatsu R928 photomultiplier connected to an oscilloscope.

Since the rise time was small compared to the shortest gate, this configuration pro-

vided a simple and accurate way of producing a linearly increasing intensity. Figure

4.1 shows the normalized temporal response of several LED pulses as recorded by the
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photomultiplier. The integrated voltages are then plotted as a function of the pulse

length and used to verify the LED linearity, as shown in Fig. 4.2
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Figure 4.1: Normalized LED temporal response, as measured by a photomultiplier.
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Figure 4.2: LED linearity, as measured by integrating the voltages shown in Fig. 4.1.

87



A sequence of images for increasing LED gate times was obtained with each detector

using a fixed one-second exposure. The signal counts from the red and green channels

are plotted as a function of increasing normalized LED pulse lengths in Figs. 4.3 and

4.4, where the counts are an average over a nearly constant intensity region of the

detector. The A/D offset was subtracted to the acquired images, and all three detec-

tors showed excellent linearity. Because of the specific color of the LED used for the

linearity test (an orange LED), the blue channel results suffered poor signal-to-noise

ratios and are not reported here, but they are expected to behave like the red channel.
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Figure 4.3: Detector response of the red channel as a function of LED pulse length
for the three selected cameras. The linear LED response, as measured by the photo-
multiplier, is shown by the solid line.
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Figure 4.4: Detector response of the green channel as a function of LED pulse length
for the three selected cameras. The linear LED response, as measured by the photo-
multiplier, is shown by the solid line.

Detector reciprocity

Reciprocity is the ability of a detector to record a signal that is directly propor-

tional to the exposure time. For the evaluation of the reciprocity, a similar setup

was used with the LED left in the ON state while each camera recorded images with

varying exposure times. Unlike the linearity analysis, the proper background was

subtracted from each image, and a white LED coupled to a BG color filter was used

instead. Results for the RGB channels of the three detectors are shown as symbols

in Figs. 4.5, 4.6, and 4.7.
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Figure 4.5: Reciprocity curves of the red, green, and blue channels for the Nikon
D300s determined from LED measurements.
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Figure 4.6: Reciprocity curves of the red, green, and blue channels for the Nikon D70
determined from LED measurements.
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Figure 4.7: Reciprocity curves of the red, green, and blue channels for the Prosilica
GC-1380CH determined from LED measurements.

The reciprocity was seen to be excellent for the DSLR cameras, while the Prosilica

displayed some nonlinear behavior near the saturation limit that will be discussed in

more detail in Section 4.3 (see the deviation of the red markers in Fig. 4.7).

According to [69], modern DSLR cameras with electronically controlled shutters

vary the exposure time by powers of two between stops; as a consequence, the correct

values for nominal exposures such as 1/250, 1/125, 1/60, 1/30, and 1/15 seconds

would be 1/256, 1/128, 1/64, 1/32, and 1/16 seconds, instead. Such difference was

captured and verified using the LED-based reciprocity evaluation and it is shown, for

the case of the D300s, in Fig. 4.8. The blue circles display the reciprocity results using

the nominal values returned by the camera; the green dots show the more realistic

and linear result using the corrected values, as suggested by [69]. The red marker are

the nominal exposures that deviate from the real ones.
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Figure 4.8: Difference between nominal and real exposure values for the DSLR camera
Nikon D300s.

4.2 HDR algorithms

Historically, HDR algorithms were initially developed to deal with images recorded

on film, which has inherent nonlinearities; therefore, the first step of these algorithms

was generally that of deriving a camera response function. According to the algorithm

developed by Debevec and Malik for static scenes [69], a series of P images with

different exposures is able to sample the camera response curve, f , which can be

represented as

Zij = f(Ei∆tj), (4.1)

where Zij is the digitized pixel value at pixel i and exposure j, Ei is the irradiance at

pixel i, and ∆tj is the non-dimensional exposure time for the jth exposure. The Zij

and ∆tj values are known while the response curve, f , is unknown, but it is assumed

to be smooth and monotonic. The irradiance values Ei are also unknown, but are

constant across all j exposures. The method uses linear optimization techniques to
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find a smooth response curve that minimizes an objective function representing the

mean squared error. A weight function w is usually introduced in the algorithm to

emphasize the smoothness and fitting in the middle part of the response curve, and

to reduce the impact of “blooming artifacts (as a consequence, f will be less smooth

and the fitting will be poorer at the lower and upper extremes of the dynamic range).

Once the response curve f is solved, the high dynamic range irradiance values can be

determined from the P images employing Eq. 4.2:

lnEi =

∑P
j=1w(Zij) [ln(f(Zij))− ln ∆tj]∑P

j=1w(Zij)
. (4.2)

The script used to evaluate the response curves was implemented in Matlab and it is

reported here [69]:

f unc t i on [ g , lE ]= gso l v e (Z ,B, l ,w, n)

A = ze ro s ( s i z e (Z , 1 )∗ s i z e (Z,2)+n+1,n+s i z e (Z , 1 ) ) ;

b = ze ro s ( s i z e (A, 1 ) , 1 ) ; }

%% Inc lude the data−f i t t i n g equat ions

k = 1 ;

f o r i =1: s i z e (Z , 1 )}

f o r j =1: s i z e (Z , 2 )}

wi j = w(Z( i , j )+1) ;

A(k , Z( i , j )+1) = wi j ;

A(k , n+i ) = −wi j ;

b (k , 1 ) = wi j ∗ B( j ) ;

k=k+1;

end

end
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%% Fix the curve by s e t t i n g i t s middle va lue to 0 1 ;

A(k , round (n/2)+1) = 1 ;

k = k+1;

%% Inc lude the smoothness equat ions

f o r i =1:n−2

A(k , i )= l ∗w( i +1);

A(k , i +1)= −2∗ l ∗w( i +1);

A(k , i +2)= l ∗w( i +1);

k=k+1;

end

%% Solve the system us ing SVD

x = A\b ;

g = x ( 1 : n ) ;

lE = x (n+1: s i z e (x , 1 ) ) ;

The parameters are defined as follows: g is the computed camera response function,

Z is the sampled pixel count value of the image, lE the logarithm of the irradiance

of pixel Z, B is the logarithm of the exposure time, l a coefficient to determine the

smoothness of the fitting (chosen to be = 15), n is the saturation pixel counts that

also determines the size of the system (limited to 256), and w the triangular weight

function, defined as:

Z max = 255 ;

Z min = 0 ;

z = [ 0 : 1 : Z max ] ;
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f o r i = 1 : Z max+1

i f z ( i ) <= 0.5∗ ( Z max+Z min )

w( i ) = z ( i ) − Z min ;

end

i f z ( i ) > 0 . 5∗ ( Z max+Z min )

w( i ) = Z max − z ( i ) ;

end

end

To obtain the camera response function using the Debevec algorithm a reference

target image, with a normalized intensity varying from 0 to 1, was created using

the software OMA [16] and displayed on a computer screen. Pictures of the target

were then taken with the detectors at various exposure times. Images were slightly

defocused to avoid Moire effects from the computer monitor’s RGB pixels. In all

cases, the shortest exposure did not saturate any color channel while still using a

significant portion of the cameras dynamic range. In order to mimic light conditions

typically encountered in soot and thin filament pyrometry, the color of the target

was chosen in such a way that the RGB response of the detector was comparable

to that obtained when a 1 mm thick Schott BG7 color filter is used to image sooty

flames. The magnitude of the recorded color channels varied detector by detector (it

is related to the spectral response of each camera), but generally the blue and green

channels reached saturation before the red one. Figure 4.9 shows an example of five

target images with different exposures, taken with the Nikon D300s, and cropped to

select a strip in which the vertical intensity gradients are minimal (pixels in which

one or more color channels are saturated are highlighted in yellow).
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Figure 4.9: Five target images with increasing exposure times, cropped to select a
strip in which vertical intensity gradients are minimal. The image sequence was used
to obtain the camera response function of the D300s using the Debevec algorithm.
Pixels with one or more saturated color channels are shown in yellow.

Image sequences similar to that of Fig. 4.9 were used to derive the camera response

function of the three considered detectors using the algorithm developed by Debevec

and Malik and employing a triangular weighting function. In each image, several pix-

els were selected and their intensity, as a function of the exposure time, was evaluated

for the determination of the camera response. When possible, the camera settings,

ISO and white balance were chosen to minimize any camera software interference on

the final raw data. Raw images were decoded using algorithms implemented in the

open source code dcraw [78], which provided signal counts without additional pro-

cessing normally done in conversion to other formats such as jpeg. With the DSLR

cameras, images were taken with nominal exposure values of 1/60, 1/30, 1/15, 1/8,

1/4, 1/2, 1, 2, 4 seconds and aperture f 1.4, resulting in highly saturated images in

the green and blue channels. Generally, in an image sequence, only the first frame

was completely unsaturated. As mentioned previously, for the DSLR cameras, the

exposure time varied by powers of 2 between stops and the exposure values of 1/64,

1/32, 1/16, 1/8, 1/4, 1/2, 1, 2, 4 seconds were used instead of the values returned by

the camera. The resulting response curves were smoother and showed better linearity

when employing the latter values. With the Prosilica camera, images were taken with

nominal exposure values of 2, 4, 8, 12, 16, milliseconds and aperture f 1.4.

The response curves for the various color channels were processed separately and the

Debevec results for the red and green color channels are plotted in Figs. 4.10 and
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4.11, along with the LED reciprocity results from Figs. 4.5, 4.6., and 4.7
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Figure 4.10: Comparison between red channel reciprocity curves as determined from
LED measurements (markers) and Debevec algorithm (lines).
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Figure 4.11: Comparison between green channel reciprocity curves as determined
from LED measurements (markers) and Debevec algorithm (lines).
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The reciprocity curves obtained using the Debevec algorithm were seen to be con-

sistent with that obtained from the LED measurements for the D300s and D70 for all

but the bottom 5% of the dynamic range. The Prosilica showed a reasonably good

agreement above 7% of the dynamic range up to a certain exposure value, beyond

which the red channel (the last one to reach saturation in the current setup) exhib-

ited a nonlinear behavior. Pointing at the differences between the LED-derived and

Debevec-derived results, it is important to note that the response curves calculated

using the Debevec and Malik algorithm are a result of a mathematical fitting that

depends on the pixels selected for the fitting and the chosen weighting function. This

function, as mentioned, prioritized the fitting quality along the central part of the

dynamic range while disregarding the low and high ends.

As can be seen in Figs. 4.10 and 4.11, the “decay” in the Debevec response curves

at low signal levels for each detector is not physically accurate, but a result of the

weighting: the real response, in fact, should decrease linearly as the exposure time

is reduced. However, the algorithm maintains its utility when capturing nonlinear

behaviors induced by chip saturation as is seen in the high signal region of the Prosilica

red result.

The verification of linearity and reciprocity of the detectors considered here en-

abled the implementation of a simple and straightforward HDR algorithm for the

image post-processing. For detectors with a high degree of linearity and reciprocity,

the ith pixel value in the final reconstructed HDR image, Hi, can be evaluated as

Hi =

∑Ri
j=1

(
hij
∆tj

)
∆t1

Ri

, (4.3)

where hij is the ith pixel value in the jth image of the sequence, ∆tj the exposure

value of image j, ∆t1 a reference exposure value (typically the exposure of the first,

unsaturated, image), and Ri the total number of frames in which the pixel hij is
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not saturated (the saturation threshold can be chosen to be a specific percent of the

full dynamic range and can be optimized depending on the signals, applications or

detectors).

Note that all the HDR algorithms rely on the assumption that the objects in the

acquired images are steady and do not move frame by frame. In flame measurements

this might not always be the case: for example, flame flicker can arise from buoyancy

instabilities, mass flow controller jitter, or ambient air movement, yielding an HDR

image that shows unphysical features, known as “ghosts”.

4.3 Detector characterization and pixel crosstalk

Crosstalk is the unwanted exchange of signals between adjacent pixels and has

the effect of reducing both spatial resolution and detector sensitivity, while returning

unphysical results. As reported in [79], crosstalk can be explained in terms of:

• Spectral crosstalk: due to imperfect and unbalanced color filters that allow the

transmission of unwanted spectral components.

• Optical crosstalk: due to the spatial separation between pixel surface and color

filter. Light impinging on the sensor with an angle, and passing through a

specific color filter, can hit the surface of adjacent pixels, other than the one

right below the specific color filter.

• Electrical crosstalk: due to electron charge transfer from one pixel to adjacent

ones.

These effects are more pronounced in detectors with small pixels and high pixel den-

sity. Because of the consequences of crosstalk when detectors are used for scientific

purposes, several works have focused on its study and characterization, particularly

for CMOS sensors. Some approaches relied on the use of micro lenses to illuminate a
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single pixel while monitoring the signal in the adjacent ones [79,80]; others exploited

a relation between quantum efficiency of the single color channels and the overall

quantum efficiency of the chip to derive information about crosstalk [81,82]. Despite

being very comprehensive studies, these investigations focused on generic chip perfor-

mance, and were limited to the dynamic range of the sensors without any extension

into the saturation region. For HDR imaging with color cameras, where saturation

of some pixels is the norm, it was seen that for some detectors, when one color chan-

nel saturates, the electrical crosstalk to an adjacent pixel (and hence another color)

could be significant. Because of the Bayer color filter used on many color cameras

(see an example in Fig. 4.12), this pixel-to-pixel electrical cross talk not only leads

to a decrease in spatial resolution, it results in corruption of color information in the

neighborhood of saturated pixels.

Figure 4.12: Spatial distribution of the red, green, and blue pixels on a Bayer pattern
CFA.
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The analysis of the occurrence of crosstalk in saturated images can be assessed by

acquiring a sequence of images in which the color channel intensities are unbalanced (i.

e. one channel saturates before the others); by considering every RGGB pixel cluster

in the Bayer pattern, and checking if the reciprocity of the unsaturated neighbors

is maintained, one can determine if any crosstalk is present. As a specific example,

the reciprocity results shown in Figs. 4.5, 4.6, and 4.7 were derived from an image

sequence in which green was the first saturating channel. It was seen that the red

reciprocity response for both DSLR cameras, was linear up to the saturation level. On

the other hand, the red channel of the Prosilica showed some nonlinear behavior as a

consequence of pixel crosstalk: when the green pixels reached the saturation threshold,

some electron leakage occurred to the nearby red pixels causing the recorded red

intensity to be higher than the supposed linear trend.

It must be clarified that this particular response is not exclusive to the mentioned

color channel, since the electronics has no way to discern between colors. Moreover,

the Prosilica results from Fig. 4.5 are not conclusive when trying to determine if the

chip readout direction has any influence on the crosstalk. Because of the geometric

configuration of the Bayer pattern (see Fig. 4.12 and inset in Fig. 4.13) and the

presence of two diagonally placed green pixels for every red-blue pair, the green

saturation could influence the red pixels regardless of the readout direction. Focusing

on the Prosilica response, an additional reciprocity analysis was done by changing the

type of LED used in the imaging setup, so that the first saturating channel was the

red one. The acquired RGB images were decomposed into 4 color layers instead of

the usual 3 (considering, then, two separate green layers for the “side” and “bottom”

pixels, with respect to the red one) and the reciprocity results for the red and green

channels are shown in Fig. 4.13.
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Figure 4.13: Prosilica reciprocity results determined from the LED measurement,
showing the effect of red pixel crosstalk on the bottom pixels of the green channel.

The Prosilica CCD readout operates by columns and, as can be inferred from Fig.

4.13, the pixel crosstalk is related to it. It occurs between red and “bottom” green

pixels, the ones along the readout direction; after the red channel reaches saturation,

the “bottom” green signal deviates from linearity. The “side” green pixels and the

blue ones (not shown) are unaffected and scale linearly with the exposure time up to

the saturation threshold.

Despite the presence of crosstalk, this particular configuration could still be used

for quantitative purposes by simply discarding the information of one of the nonlinear

green layers, while retaining the one that is still linear. In soot and thin-filament

pyrometry, however, the use of a BG7 color filter is a requisite given by the strong

red emission of the considered radiating bodies. The resulting and inevitable green
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saturation, then, would make this particular detector not ideal for HDR pyrometry.

A possible solution that would help reduce the impact of nonlinear pixels would be

to lower the saturation cut-off value when employing Eq. 4.3. By decreasing the

value of the saturation threshold it would be possible to still retain information from

the partially saturated frames by considering only the RGGB clusters that are not

saturated.

From these results, the best quantitative HDR capabilities and linearity charac-

teristics were seen to be detector specific, rather than architecture specific; both the

D70 and the Prosilica have CCD sensors, but their response is very different. It there-

fore appeared that no unique conclusion could be drawn about the relation between

nonlinearity and sensor type, and a camera-specific assessment should be performed

to evaluate HDR capabilities and limitations. While it may be reasonable to assume

that the response will be consistent for a given camera model, evidently differences

in how manufacturers design and build devices have consequences on the sensor re-

sponse when used under partially saturated conditions. Having shown the similarities

and differences among the detectors, examples of quantitative measurements that will

be introduced in the following sections will be based only on the Nikon D300s and

Prosilica GC1380CH, an optimal and a less-than-ideal HDR detector.

4.4 Improvements in signal-to-noise ratio

The image sequence from Fig. 4.9, other than the reciprocity analysis, was used to

assess the SNR improvement that is achievable with HDR imaging, when compared

to the original LDR image. The SNR at each pixel was evaluated by considering

a surrounding two-dimensional interrogation region in which the pixel intensity can

be considered roughly constant. For this specific example, this region was chosen to

have a 1/e2 full width of 7 by 7 pixels. For each pixel, the SNR was calculated by
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dividing the average value of the interrogation region by the root mean square of the

difference between the region intensity and an “average surface” of the 7 by 7 pixel

area, obtained with a two-dimensional smoothing.

Figure 4.14 shows a scatter plot of the SNR of the red, green and blue color

channels of the D300s as a function of the normalized intensity, for both LDR (top)

and HDR (bottom) images. The HDR image was reconstructed considering a four-

image sequence with nominal exposures of 1/60, 1/30, 1/15, and 1/8 seconds.
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Figure 4.14: SNR as a function of normalized signal for the D300s red and green color
channels; LDR image (top) and HDR image (bottom).

104



Figure 4.14 (bottom) clearly shows the contribution from the four different frames;

the discontinuities in the SNR are due to the averaging where multiple frames are

combined and the most significant increase, predictably, happens in the low intensity

region where all the available frames are averaged. For such pixels, the SNR increased

by approximately a factor of two.

Numerous parameters can influence the SNR of a reconstructed HDR image such

as the overall number of frames considered, the exposure time increments or the

exposure ratio between the unsaturated and most saturated frames. To understand

such effects, a parametric study was done by evaluating the SNR as a function of

the aforementioned variables. Images from the sequence introduced in Fig. 4.9 were

considered for the analysis. The analyzed cases varied either the final exposure time or

total number of frames. The combinations are presented in Table 4.1. The “sequence”

column relates to the scatter plots in Fig. 4.15 where, to ease the comparison, only

the blue channel SNR is displayed.

Number of frames Nominal exposure Sequence
(seconds)

4 [1/60, 1/4, 2, 4] a
4 [1/60, 1/15, 1/4, 1] b
4 [1/60, 1/30, 1/15, 1/8] c
3 [1/60, 1/30, 1/15] d
2 [1/60, 1/30] e

Table 4.1: Cases analyzed for the evaluation of SNR sensitivity.
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Figure 4.15: SNR variation for a fixed (top) and variable (bottom) number of frames
from the blue channel of the D300s.

With reference to Fig. 4.15 (top), it was seen that the larger the difference be-

tween the exposure times of the unsaturated and most saturated frame, the lower the

sensitivity and SNR in the medium/high intensity region; the effect was less severe in

the low intensity areas. Figure 4.15 (bottom) shows how the SNR in the low intensity

region increased as the number of frames used for the HDR image reconstruction

increased.

In general it is intuitive to state that the best SNR is obtained with a large number

of frames and low exposure ratios (between unsaturated and most saturated frames).

The latter is related to the fact that, in order to increase the SNR across the whole

dynamic range of the detector, intermediate steps (small exposure increments) are

desirable to enhance the SNR in between the high and low signal regions. Large
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exposure ratios with a low number of frames will only increase the SNR in the low

intensity regions neglecting the high and medium ranges. The worst among the

studied cases (sequence a) shows little effect except at the very lowest signal levels.

4.5 Examples of HDR imaging applications

In this section the HDR approach will be tested on thin-filament and soot two-color

ratio pyrometry. The first technique was applied to the one-dimensional temperature

measurement along a SiC fiber placed in a soot-free flame (the absence of soot is a

necessary condition for the reliability of the technique, since soot contamination of the

fiber would change its spectral properties). The second technique is a two-dimensional

imaging approach that was applied to the measurement of the soot temperature field

in a steady diffusion flame.

4.5.1 Thin filament pyrometry

For the purpose of the thin filament test, a SiC fiber (Ceramic Grade Nicalon

SiC Fiber, manufactured by Nippon Carbon Co., 15 µm diameter) was placed in a

laminar coflow diffusion methane flame; the fuel was diluted with nitrogen (65% and

35% in volume, respectively) to decrease the overall soot load and minimize fiber

contamination. The temperature measurement was made along the flame diameter

at 14 mm above the burner. To evaluate the effectiveness of the approach, both low

and high dynamic range images were taken with the Nikon D300s and the Prosilica

GC1380CH.

Generally speaking, the best SiC fibers for thin filament pyrometry applications

are the ones that can withstand flame temperature for long times, have stable spec-

tral properties and have the smallest diameter in order to interfere with the flow as

little as possible. Unfortunately, and depending on the magnification of the imaging
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system, the typical fiber dimensions yield an image that spans only few pixels along

the fiber radial direction. This, combined with the inherent camera noise, returns

measurements with extremely poor SNR. The extreme case scenario, that must be

avoided to obtain accurate and meaningful results, would be the imaging of the fiber

only on one pixel row. By doing so the resulting green channel value would be the

average of a properly illuminated pixel and a non-illuminated pixel (when a raw im-

age is decomposed into the color channels without any demosaicing, the green value

is evaluated as an average of the two green pixels in the RGGB cluster). Moreover,

depending on the row, either the red or blue channel would not record any signal.

Clearly, the effect is less severe in detectors with a high pixel density. A typical way

to overcome the problem is to slightly defocus the image without excessively compro-

mising the spatial resolution; by doing so the fiber image can be spread over a larger

number of pixels.

Figure 4.16 (left) shows the comparison between the TFP derived temperatures

when employing LDR and HDR imaging approaches with the Nikon D300s. The pro-

files are the average of the three color-ratio-derived temperatures. The high dynamic

range sequence was reconstructed considering four frames with successive exposure

times increased by a factor of two; the cut-off threshold was set equal to ∼ 90%

of the camera full dynamic range. Similar trends were obtained with the Prosilica,

as shown in Fig. 4.16 (right). To be consistent with the Nikon results, the HDR

sequence was reconstructed considering the same exposure increments. As can be

seen from Fig. 4.16, when compared to the classic low dynamic range approach,

the HDR approach returns a smoother temperature profile, particularly in the low

temperature/low intensity regions close to the flame axis (below 1600 K).
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Figure 4.16: LDR and HDR TFP-derived temperature; D300s (left) and Prosilica
(right).

The magnifications chosen for the Nikon and Prosilica setup were such that a

comparable number of pixels (∼ 1200 for the Prosilica and ∼ 1400 for the Nikon)

were used to image the fiber along the radial direction. Thus, despite projecting the

same area on a comparable number of pixels, the Nikon camera provided an overall

better SNR. Moreover, to limit the saturation-related linearity problems that affected

the Prosilica, the cut-off threshold for the reconstructed HDR image was lowered to

∼ 75% of the camera full dynamic range. This resulted in a limited usage of the

saturated frames, and in a less-than-optimal SNR improvement in the final HDR

image.

Figure 4.17 (left) shows a comparison between the LDR and HDR approaches

when applied to a full-flame temperature measurement using thin filament pyrome-

try and the Nikon D300s. The flame was the same nitrogen-diluted methane flame
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described previously in this section and the two-dimensional temperature field was

reconstructed by stacking one-dimensional measurements taken every 0.25 mm. From

the temperature distribution comparison the differences between LDR and HDR re-

sults are not so evident; however, when considering the overall SNR distribution (Fig.

4.17 right), the increase in SNR towards the flame edges (low temperature regions)

is clearer. The increased measurement sensitivity introduced by the HDR algorithm

allowed for a better-defined temperature field with a smoother transition between

flame and background temperature. Note that, because of possible soot deposition

on the fiber, temperature values within the ±2 mm radius, and above 22 mm above

the burner, may not be accurate.

Even though the above example focused on the application of the technique to

two-color thin filament pyrometry, the same approach could be used when employing

intensity-ratio pyrometry [23]. Since HDR imaging returns an image with higher SNR,

particularly in low-signal regions, increased sensitivity in low intensity/temperature

areas would be expected as well.
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Figure 4.17: LDR and HDR TFP-derived temperature (left) and SNR map (right)
for the 65% methane flame evaluated with the D300s.
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Defocused thin filament pyrometry

An alternative way to increase the SNR of a thin filament pyrometry measurement,

and to reduce the problem related to the imaging of a sufficient number of pixels, relies

on the use of a cylindrical lens to spatially spread the imaged fiber over multiple

pixels. A cylindrical 100 mm focal-length lens was used to test this approach: it was

positioned in front of the camera lens so that the fiber fell along the focal point of

the lens, and the parallel rays generated by the imaging system were collected and

imaged onto the detector. Figures 4.18 and 4.19 show the fiber as imaged with the

Nikon D300s using a conventional setup and with the addition of the cylindrical lens,

respectively.

Figure 4.18: Conventional fiber image Figure 4.19: Defocused fiber image

Figure 4.20 compares the radial temperature profiles, at the same flame location of

Fig. 4.16 showing, this time, the LDR result and the “defocused” one. The defocused

result was obtained, like the LDR one, using a single exposure but an increase in SNR

was observed across the entire temperature range.
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Figure 4.20: LDR and “defocused” TFP-derived temperature for the 65% methane
flame evaluated with the D300s.

4.5.2 Soot pyrometry

In this section, the SNR of HDR images was evaluated for a flame in which two-

dimensional temperature measurements using LDR color-ratio pyrometry have been

reported previously [12]. The flame was a nitrogen-diluted coflow ethylene flame

(40% ethylene, 60% nitrogen by volume, 35 cm/s average flow velocity of both fuel

and oxidizer). Figure 4.21 shows a map of the SNR distribution for the RGB color

channels obtained with the Nikon D300s (the SNR was determined at each pixel as

described in Section 4.4). Figure 4.22 displays the result obtained with the Prosilica

camera, instead. Each color channel figure is split with the left half showing the LDR

result and the right half the HDR one; contour plots were added to help highlight the

differences in the low SNR regions. The HDR image was reconstructed considering

four frames with exposure times of 1/128, 1/64, 1/32, and 1/16 seconds, and 5, 10,

20, and 40 milliseconds for the Nikon and Prosilica, respectively.
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Figure 4.21: SNR map of the RGB channels in an image of a 40% ethylene flame taken
with the D300s; contour plots highlight the SNR values in low intensity regions.
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Figure 4.22: SNR map of the RGB channels in an image of a 40% ethylene flame taken
with the Prosilica camera; contour plots highlight the SNR values in low intensity
regions.
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For the Nikon D300s, the HDR algorithm yielded an image that had an overall

higher SNR. In the saturating green channel, the major SNR improvements occurred

in the low intensity regions, while the red and blue channels showed improvements

over the whole image. The SNR map for the Prosilica camera showed a more modest

improvement between LDR and HDR results. This was mainly due to the fact that,

as already mentioned, the Prosilica cut-off threshold had to be lowered to avoid

nonlinearity issues. Figures 4.23 and 4.24 show the number of frames that were

averaged when computing the HDR image from the aforementioned sequences. The

large SNR improvements for the Nikon red and blue channels (Fig. 4.23) were due

to the averaging of at least 3 different frames; the same averaging did not happen in

the Prosilica acquisition (Fig. 4.24) and the only SNR improvements were the ones

involving the low intensity regions.
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Figure 4.23: Number of averaged frames in the HDR image reconstruction - Nikon
D300s.
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Figure 4.24: Number of averaged frames in the HDR image reconstruction - Prosilica
GC1380-CH.

A further verification that the HDR image retained all the information of the LDR

one without introducing unwanted and unphysical artifacts was done by plotting the

intensity of the HDR pixel as a function of the respective LDR pixel. The ideal result

would be a line with slope one and intersecting the axis at the origin. Figure 4.25

shows the aforementioned plots (normalized to the detector full dynamic range) for

the 40% ethylene LDR and HDR flame images. Figure 4.25 (top) shows results for the

D300s camera, while Fig. 4.25 (bottom) is for the Prosilica. As can be inferred from

Fig. 4.25, both HDR results retained the correct information; the small deviations

from the theoretical distribution were likely due to both inherent camera noise and

minor spatial fluctuations among the frames used to reconstruct the HDR image.
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Figure 4.25: HDR normalized intensity as a function of the LDR one - D300s (top)
and Prosilica (bottom).

To complete the comparison, Fig. 4.26 shows the SNR map from the D300s for

both an HDR image (right half) and an image resulting from a conventional averaging

(left half, four frames, 1/128 second exposure time). The maximum SNR value is the

same as the one shown in Fig. 4.21, but the color scale was chosen to highlight

differences in the low intensity regions, where the HDR images still show a higher

SNR.
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Figure 4.26: SNR map of the RGB channels in an image of a 40% ethylene flame
taken with the D300s, comparing conventional averaging and HDR imaging.

4.5.3 Microgravity flames

It has been mentioned that HDR imaging is useful when trying to retrieve in-

formation from partially saturated frames of steady phenomena; such is the case for

images in the SLICE dataset where, because of unknown flame luminosity levels under

microgravity conditions, bracketing sequences with varying exposure times were used

to capture images of steady microgravity laminar flames. The broad exposure sam-

pling resulted in numerous partially saturated frames that have been mainly unused.

As an additional and practical example of the HDR imaging effectiveness, Figs. 4.27

and 4.28 show a comparison between the temperature (left) and soot volume fraction

(right) derived from LDR and HDR SLICE images of two representative flames in

microgravity; Fig. 4.28 highlights just the region close to the flame tip where the

effectiveness of the HDR approach can be observed. The flames consist of 100 %

methane coflow diffusion flames (fuel velocity 72 cm/s, air coflow velocity 40 cm/s,
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1.6 mm nozzle, and fuel velocity 314 cm/s, air coflow velocity 5 cm/s, 1.6 mm nozzle,

respectively). The Nikon D300s was used to take a series of images with nominal

exposures of 1/60, 1/40, 1/25, and 1/15 seconds.
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Figure 4.27: Comparison between LDR- and HDR-derived temperature, in Kelvin,
(left) and soot volume fraction (right). 100 % CH4 flame, fuel velocity 72 cm/s, air
coflow velocity 40 cm/s, 1.6 mm nozzle.
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In order to obtain the cross-sectional temperature distribution shown in Figs. 4.27

and 4.28, the original images were Abel inverted and pairs of color ratios were used

with a lookup table to determine the temperature. The temperature, in turn, was

used along with the Abel-inverted intensity to determine soot volume fraction. As

mentioned in Section 2.2.1 one of the major drawbacks of the Abel inversion is the

noise propagation, and this is particularly critical for the region along the centerline.

Since the temperature result is generally obtained by averaging the results from the

three different color ratios, the low SNR of the LDR red and blue channels (similar to

that seen in Fig. 4.21) will influence negatively the final average temperature. The

higher SNR across the whole HDR image resulted in less noisy Abel-inverted images

that provided better temperature maps. As seen in Figs. 4.27 and 4.28, the biggest

difference and improvement in the HDR results was indeed along the centerline, where
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the LDR image did not have sufficient sensitivity to properly map the temperature

field.

4.6 Conclusions

High dynamic range imaging was successfully applied to one and two-dimensional

temperature measurements in non-sooty and sooty flames using two-color thin fila-

ment and soot pyrometry, respectively. The original HDR algorithm proposed by

Debevec and Malik was tested on three selected color cameras and was able to detect

nonlinear effects in the response function of one of the detectors operating under par-

tially saturated conditions. However, because the response curves calculated using

the Debevec and Malik algorithm are a result of a mathematical fitting that prioritizes

the quality of fit in the central part of the dynamic range, the derived response curves

were not as accurate as the ones obtained by direct measurement using a pulsed LED.

Verification of the linearity and reciprocity of the detectors allowed the implemen-

tation of a simplified HDR imaging algorithm. Furthermore, it revealed the necessity

of carefully selecting the detector and the HDR image parameters (particularly the

maximum degree of saturation) in order to exploit and optimize the camera HDR

performance. Pixel crosstalk has been shown to be a limitation that reduces the

detectors HDR potential, particularly for color cameras.

The main motivation for HDR imaging was the improvement in the SNR that

could be achieved. SNR analysis showed that a factor-of-two increase could be gained

in low pixel count regions. The SNR improvement in the mid and high pixel count

regions was less substantial, but could be improved using frame sequences that have

small exposure time increments. As the exposure increments get smaller and smaller,

HDR imaging tends to approximate conventional averaging.

Application of HDR imaging to one-dimensional thin filament pyrometry mea-
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surements showed that the technique increases the low temperature sensitivity, thus

spatially extending the measurable region. Moreover, it was seen that, the less sensi-

tive the detector, the bigger the improvements introduced by the HDR approach.

HDR imaging applied to two-dimensional soot pyrometry confirmed the conclu-

sions obtained in the one-dimensional case. A nitrogen-diluted ethylene diffusion

flame was selected to show the SNR improvements gained with the proposed method.

It was demonstrated that the quantitative information carried by the HDR image

was the same as the LDR one, and it was shown that the differences between the

HDR result and conventional averaging were minimal, with HDR imaging providing

slightly higher SNR in the low-pixel-count regions.

Finally, the application of HDR imaging to the existing SLICE dataset showed

the dual advantages of this new approach. First, partially saturated data that had

been unused so far found its way into the quantitative analysis. Second, the Abel-

inverted HDR images, that were required to compute temperature and soot volume

fraction distributions, had a higher SNR along the centerline, which resulted in better

temperature and soot volume fraction measurements.
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Chapter 5

Time-resolved image averaging and

high dynamic range imaging

applied to laser flow diagnostics

Laser-based imaging diagnostics such as Rayleigh scattering or laser-induced flu-

orescence are used extensively for studying reacting and non-reacting flows and can

provide quantitative, nonintrusive measurements of chemical species concentration,

gas density and/or temperature [32, 83, 84]. As seen in Chapter 4, practical limita-

tions affecting the quality of the collected data might include the finite dynamic range

of the detectors and the limited signal-to-noise ratios (SNR) of the measurements;

inherent noise sources, such as shot, dark and readout noise can, in fact, adversely

affect the measurements [85]. Numerous post-processing denoising techniques have

been developed to reduce image noise, albeit with the risk of loosing spatial accuracy;

recent reviews of existing denoising methods are presented in [86–88]. In some cases,

the SNR can be improved by averaging multiple acquisitions or, as shown in Chapter

4, by implementing high dynamic range imaging [89]. This, however, can be problem-

atic in those situations when conventional averaging or phase locked measurements
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cannot be implemented, such as with the imaging of turbulent flows. This chapter

presents two alternatives that can be used to increase the signal-to-noise ratio in these

kind of environments.

5.1 Time-resolved image averaging

The scope of this section is to demonstrate a technique that would allow an in-

crease of the SNR in images of unsteady flows, where conventional averaging or the

implementation of HDR imaging is in general not possible. Without any additional

increase in hardware complexity, the approach could prove valuable in those exper-

imental set-ups already designed for the time-resolved characterization of turbulent

flows, in which image intensifiers are used either to increase the intensity of weak

signals, or as fast gating devices.

Image intensifiers operate by converting low levels of light into electrons (through

a photocatode, via the photoelectric effect), accelerating those electrons with mi-

crochannel plates (MCP), amplifying them through secondary cascade emission when

the electrons hit the MCP, and finally converting them back into photons when they

strike a phosphor screen at the back end of the intensifier. The idea behind the ap-

proach presented in this section exploits the inherent behavior of these devices and

relies on the finite temporal decay of the phosphor emission. By using the capability

of interline transfer CCD cameras to acquire two sequential images with a short in-

terframe temporal separation, it is possible to collect the phosphor-emitted light over

the two consecutive frames and use them to perform an averaging that comprises

two images. Despite the phosphor temporal decay being relatively slow, thus limiting

the measurement repetition rate (in this set of experiments, the intensifier phosphor

light reached 5% of its peak value after ∼ 50 µs), the minimum time scales that are

resolvable are still determined by the length of the laser pulse (order of ns).
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To prove the validity of the concept and its possible application to real experimen-

tal conditions, planar Rayleigh imaging was used to acquire and compare the SNR

from two different sets of images of a partially premixed methane/air flame. Data

was obtained first using the conventional Rayleigh imaging approach, where the total

Rayleigh scattered light is collected in a single image; this result served as a reference

and provided a baseline to which the SNR of the new approach could be compared.

A second dataset was obtained using the two-image averaging technique. To avoid

uncertainties in the interpretation of results associated to the variable nature of the

turbulent features, datasets were first collected in a steady flame, and then extended

to a turbulent one.

5.1.1 Experimental setup

As derived in Section 2.3.3, the Rayleigh signal SRay that is collected by a detector

can be expressed as

SRay = KE0NV
∑
i

xiσi, (5.1)

where K is the efficiency of the collection optics, E0 the laser single shot energy, N

the number density, and V the collection volume. In the summation term (called the

effective Rayleigh cross section), xi and σi are the mole fraction and Rayleigh cross

section of the ith chemical species, respectively [39]. Rayleigh scattering can be used to

determine species concentration in the case of isothermal mixing or, given information

on the effective Rayleigh cross section, for temperature measurements through the

inverse relationship with N [39]. In Rayleigh thermometry, the signal reaches its

minimum at the flame front, where the temperature is the highest; the resulting low

SNR of this region may be a limitation in the accuracy of such measurement. For this

reason Rayleigh scattering was considered as a test case to show if low SNR values

could be mitigated with the proposed two-image averaging.
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The experimental configuration used to test the applicability of the approach to

reactive flows is shown in Fig. 5.1 where an illuminating laser sheet was generated

using a sheet-forming telescope and sent into the probe volume where the Rayleigh-

scattered light was collected and imaged onto an interline transfer CCD through a

Gen III image intensifier.

Beam 
dump

Converging 
telescope

Burner with 
pilot flame 

(not shown)

Collection optics and 
image intensifier 

assembly

Interline 
transfer 

CCD

Figure 5.1: Schematic drawing of the experimental set up, showing the detector, the
collection optics, the burner, and the laser sheet forming optics.

The second harmonic of a Spectra Physics Pro 250 Nd-YAG laser was focused into

a sheet (3.3 mm height, ∼ 35 µm FWHM beam waist thickness as determined by

imaging the attenuated laser sheet onto a detector, 350 mJ/pulse, 10 Hz repetition

rate, 10 ns pulse length) and sent through a partially premixed methane flame (75%

air, 25% CH4 by volume, 4 mm and 2 mm nozzle diameter for the steady and tur-

bulent flames, respectively) surrounded by an air coflow (75 mm O.D. diameter, 35

cm/s average velocity). The beam focusing and sheet forming was achieved with a

telescope comprising a 300 mm focal length spherical lens and a negative 100 mm

focal length concave cylindrical lens. The beam height was decreased from 10 mm

to 3.3 mm to match the detector chip size and increase the fluence. The average
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velocities of the fuel mixture were 2.6 m/s for the steady flame and 32 m/s for the

turbulent flame, resulting in a jet Reynolds number of ∼ 4000. A premixed methane

pilot flame, in an arrangement co-annular to the main jet (9.6 mm I.D., 13.3 mm

O.D.), was added to the burner to anchor the turbulent flame and avoid blow off.

The Rayleigh-scattered light was collected through a pair of Nikkor 50 mm lenses

and imaged onto the front faceplate of an ITT Gen III MCP image intensifier (GaAs

photocatode, 18 mm diameter, 45 lp/mm, 1 µs gate time, P20 phosphor, 5 V to 10 V

nominal gain voltage range) using one-to-one magnification. The resulting intensified

image was then imaged onto the chip of a cooled Sensicam Interline Transfer CCD

(1280 x 512 pixels - when operated in double frame mode, binned 2x2 pixels, 12 bit

A/D converter) using an additional pair of Nikkor 50 mm lenses with one-to-one mag-

nification. The measurements were performed at a height above the burner (HAB)

centered either at six or twelve diameters downstream for the steady and turbulent

flames, respectively. Two Stanford Research DG535 pulse generators synchronized

the laser, image intensifier and camera. The intensifier gain voltages were matched

to the laser pulse energy and set to 6.5 V and 7 V for the conventional and averaged

measurements, respectively, so that the collected images used the same portion of the

camera dynamic range without any saturation. The light emitted by the intensifier

phosphors was recorded by the interline transfer CCD camera using the double frame

option; when operated in this mode, the camera was able to record two consecutive

frames with a time separation of 1 µs. The exposure could only be set for the first

of the two frames, with the exposure of the second image determined by the speed

of the CCD readout (measured to be 46.45 ms). For the conventional Rayleigh mea-

surement, the first exposure was set to 50 ms in order for the first frame to collect all

the light emitted by the intensifier phosphors. Conversely, for the averaged Rayleigh

measurement, the exposure of the first frame was reduced to 30 µs so that the inte-

grated collected light, thus the recorded counts, was equally divided between the two
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frames.

Figure 5.2 shows the normalized intensity of the phosphor light as function of time,

as measured with a photomultiplier, and summarizes the relative delays between laser

pulse, intensifier gate and camera exposures for the case of the averaged acquisition.

With reference to Fig. 5.2, the 10 ns laser pulse (not shown) is centered at 0 µs, the

1 µs gate time of the image intensifier is shown by the green square wave, while the

exposure of the first and second frames of the interline transfer CCD are shown by the

red and orange square waves, respectively. Note that the “tail” of the P20 phosphor

decay continues up to ∼ 50 ms [90, 91] and the second frame exposure continues up

to 46.45 ms, but they are truncated at 50 µs for ease of visualization.
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Figure 5.2: Normalized phosphor temporal decay, shown for decreasing light intensity,
when compared to the image intensifier gate and Sensicam exposures.

In general, P20 phosphors are characterized by a non-exponential decay with two
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distinct responses: an initial short-time behavior with a fast decay (which is the

one shown in Fig. 5.2) followed by a long-time behavior, which has a much slower

decay [90]. In this case, the characteristic time constant of the intensifier decay, as

well as the CCD readout time, limited the measurements to repetition rates less than

20 Hz. The use of faster phosphors such as P46 or P47 [92], along with a detector

capable of faster readout, would allow for higher repetition rates.

All steps of the acquisition process were controlled using the open source soft-

ware OMA [50] and, regardless of the approach followed (conventional or averaged

Rayleigh), each image was processed independently using Matlab. First, an offset sub-

traction (flame images taken with the laser off) was performed to account for fixed

pattern camera noise and DC offset; the result was then normalized with a Rayleigh

scattered image of air in order to account for laser sheet non-uniformities; both offset

and air images were the result of an average over 10 shots. The Rayleigh intensity

of areas with uniform temperature and gas composition are expected to be constant,

so a final horizontal “stripe correction” was implemented to remove any remaining

laser sheet non-uniformities: each column of the image was normalized with an array

whose intensity was obtained by averaging, row by row, multiple columns in an area

of the image where only air was present. Before applying the latter correction, each

image was rotated by 1 degree in order to align the stripes horizontally and to account

for the fact that the detector chip was not parallel to the laser sheet direction. This

operation introduced additional pixels to the image, which was therefore clipped to

2.8 mm x 9.8 mm. Note that the rotation algorithm returned a slightly smoothed

image as a result of the implemented bicubic interpolation, which in turn artificially

decreased the original noise of the image.
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5.1.2 Detector and image intensifier characterization

As in every quantitative imaging experiment, the meaningfulness of the data re-

lies on the assumption that the detector is linear over its entire dynamic range. The

linearity of the Sensicam used in this study was verified following the methodology

presented in Chapter 4, where a pulsed LED was used as an illumination source and

whose radiant energy was controlled by varying its gating time. The excellent linearity

of the detector is shown by the green markers in Fig. 5.3a (the black line represents a

perfect linear trend), where the solid and empty markers identify the response evalu-

ated considering the first and second frames of the camera, respectively (when used in

double-frame mode). The LED approach was not employed to verify the linearity of

the image intensifier because of the relatively long LED exposures that could saturate

and damage the intensifier itself. Instead, Rayleigh-scattered light of air was used as

an illumination source and the phosphor-emitted light recorded using a Hamamatsu

R928 photomultiplier connected to an Atten 100 MHz oscilloscope. The collected

scattered light intensity was progressively decreased by means of neutral density fil-

ters, while both the photomultiplier and the image intensifier were operated at a fixed

gain voltage (the intensifier gain was set to 7 V). Fig. 5.3b shows the integrated sig-

nal recorded by the PMT as function of the neutral density filter transmittance (blue

markers). The linearity of the intensifier is seen to be excellent and the largest signal

measured with the photomultiplier (case with no ND filter), which corresponds to

the largest signal in the Rayleigh temperature measurement, was taken as a reference

and the decay curve, similar to that shown in Fig. 5.2, was divided into two regions

(with equal integrated voltages) to simulate the two sequential CCD exposures. The

temporal splitting determined with the reference signal was maintained for all the

remaining measurements and the resulting integrated voltages, for both “frames”,

are shown in Fig. 5.3b (green and red markers).
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Figure 5.3: (a) Sensicam linearity as determined by LED measurements. Solid and
empty markers identify the first and second frames of the interline-transfer CCD,
respectively. (b) Image intensifier linearity as determined by photomultiplier mea-
surements.

The small deviation of the individual frames that can be observed in Fig. 5.3b (as the

neutral density filter transmittance is decreased) was attributed to the fact that the

normalized shape of the phosphor decay changed depending on the intensity of the

incoming light, as can be observed in Fig. 5.2. If the temporal splitting between the

two regions was kept constant, the ratio between the two integrated voltages deviated

from unity as the normalized decay shapes started deviating from the reference one.

As a consequence it was seen that, if the camera exposures were set to equalize

the high intensity counts, the low intensity ones could differ up to ∼ 4% of the

detector full dynamic range. This discrepancy, however, did not affect the validity
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of the quantitative result; when evaluating the average, the counts of the two frames

were added and this, in turn, was equivalent to employing the conventional Rayleigh

approach where all the light is recorded into a single frame (the subsequent division

by 2 to obtain the average value is simply a normalization). The previous conclusion

is true if the amount of light that is not recorded during the 1 µs interframe separation

is negligible. The photomultiplier results let us indeed verify that the light that was

collected over the 1 µs window accounted for less than 1% of the total integrated

light.

The SNR of the image returned by the phosphor screen also depended on the gain

level of the device itself [93]; typically, the SNR response of an intensifier is linear up

to a certain gain value, above which the SNR level reaches a plateau. To evaluate the

intensifier SNR characteristics, Rayleigh scattered images of dichlorodifluoromethane

(which has a Rayleigh cross-section ∼ 20 times greater than that of air) were recorded

as a function of the intensifier gain; the laser energy and the Sensicam exposure were

kept constant, while the intensifier gain was varied in the range 6 V to 9 V. To

decouple the influence of the SNR characteristics of the detector on the final result,

the recorded counts, regardless of the chosen intensifier gain, were kept constant (∼

2000 counts) by means of neutral density filters. In Fig. 5.4a the solid markers

represent the averaged counts of 10 images, divided by the neutral density filter

transmittance, evaluated in an interrogation region where the recorded intensity was

roughly constant, while the error bars identify the standard deviation.
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Figure 5.4: (a) Average counts evaluated from Rayleigh scattering images of
dichlorodifluoromethane, divided by the neutral density filter transmittance, and (b)
SNR of those images as function of the image intensifier gain. The error bars identify
the standard deviation over 10 measurements.

The SNR of the image was evaluated according to the following procedure: an initial

two-dimensional Gaussian smoothing was done to the image over an area with a 1/e2

full width of 14 pixels; then, in a two-dimensional 9 by 9 pixels sub-interrogation re-

gion centered around each pixel (see blue square in Fig. 5.5a), the SNR was calculated

by dividing the average value of the sub-interrogation region by the root mean square

of the difference between the region intensity and the “average” surface obtained with

the initial smoothing. Fig. 5.4b shows the average SNR of the 10 acquired images

(solid marker) with the standard deviation identified by the error bars. Despite the

recorded counts being kept constant, the SNR of the image remained unchanged only

up to 7.5 V, above which the noise started increasing causing a drop in the overall
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SNR. For this reason, the in-flame Rayleigh measurements were performed below the

aforementioned threshold using a gain of 6.5 V and 7 V for the conventional and

averaged approaches, respectively. As can be seen from Fig. 5.4a, increasing the gain

from 6.5 V to 7 V doubled the light that was emitted by the intensifier (thus the

counts recorded by the detector), which was necessary if the same detector dynamic

range was used with the two approaches.

5.1.3 Results

As mentioned, the Rayleigh measurements were at first performed in a steady

partially premixed methane/air flame to avoid the random variability of turbulent

structures to affect the SNR evaluation. Figures 5.5a and 5.6a show the Rayleigh

signal (corrected for laser sheet non-uniformities) recorded in the flame using the

conventional and averaged approach, respectively. The high-signal-count region on

the right identifies the air side at ambient temperature, and the blue square displayed

in Fig. 5.5a shows the size of the interrogation region used for the SNR evaluation,

as introduced in Section 5.1.2.
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Figures 5.5b and 5.6b show the SNR distribution of the Rayleigh images collected

using the conventional and average approaches, respectively, evaluated according to

the procedure described in Section 5.1.2. As expected, the SNR of the averaged image

was higher that the one obtained with the conventional method, and the increase

affected the whole image, regardless of the pixel value. Note that, in general, the SNR

of an image tends to follow the signal intensity distribution before any correction is

performed (shaped by the Gaussian energy distribution of the laser sheet along the

image axial direction, as well as by image vignetting). Because of that, even though

the corrected intensity of the Rayleigh scattered light was relatively constant in some

regions, the SNR was not and, as can be seen in Figs. 5.5b and 5.6b, its value

decreased towards the upper and lower, as well as towards the left and right edges

of the image. Figure 5.7 shows a comparison similar to the one presented in Figs.

5.5 and 5.6 by plotting the axially averaged counts of the corrected Rayleigh images

(Fig. 5.7a) and the axially integrated SNR values (Fig. 5.7b) over a region defined by

the white dashed lines shown in Figs. 5.5 and 5.6. Given a comparable value of the

recorded counts, for this particular example, the increase in SNR approached 30%.

The green curve shows the axially averaged SNR value when considering just the first

of the two frames of the image sequence with a result that is, predictably, equivalent

to the conventional Rayleigh one.

The proposed approach was able to increase the overall SNR by exploiting the

fact that noise is a random process having a zero mean; the averaging of multiple dif-

ferent images tended to even out the random noise fluctuations. The theoretical SNR

improvement, if shot noise is the main noise contribution, would be proportional to
√

2 (where two, in this case, is the number of images being averaged); however, in the

current experiment, the large number of scattered photons collected by the detector

meant that the combination of dark, intensifier, and readout noise was predominant

over the shot noise leading to a SNR gain lower than the theoretical value.

136



2 3 4 5 6 7 8 9 10 11

A
x
ia

lly
 a

v
e
ra

g
e
d
 c

o
u
n
ts

0

1000

2000

3000

a

Conventional single frame Rayleigh
Averaged Rayleigh: frames 1+2
Averaged Rayleigh: frame 1

Radial coordinate [mm]
2 3 4 5 6 7 8 9 10 11

A
x
ia

lly
 a

v
e
ra

g
e
d
 S

N
R

40

60

80

100

120

b

Conventional single frame Rayleigh
Averaged Rayleigh: frames 1+2
Averaged Rayleigh: frame 1

Figure 5.7: (a) Comparison between the axially averaged Rayleigh counts and (b) the
axially averaged SNR, for the steady partially premixed methane/air flame.

Figures 5.8 and 5.9 show the result of the extension of the conventional and

averaged Rayleigh imaging to the turbulent methane/air flame. Figures 5.8a and

5.9a display the Rayleigh signals (corrected for laser sheet non-uniformities), while

Figs. 5.8b and 5.9b show the SNR distributions associated with the aforementioned

Rayleigh images; the increase in SNR, for pixels that have a comparable count values,

is again close to 30%.
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5.2 High dynamic range imaging

In this section, an alternative method to enhance the image SNR, based on high

dynamic range imaging, is demonstrated on a simplified unsteady flow of Freon-12

injected in air, and the SNR of the reconstructed HDR image compared to that of

a conventionally averaged image. This section extends the approach introduced in

Chapter 4, from steady combustion systems to unsteady ones, so that it can be im-

plemented to increase the SNR in laser based imaging experiments (in which signals

are large enough that image saturation becomes a limitation to the useful dynamic

range). The method still relies on the combination of multiple partially saturated im-

ages into an unsaturated one [65,66] and experiments involving multiple synchronized

lasers and detectors may be good candidates for this approach [94–99]. The flexibility

of recently developed pulse burst laser systems [100–103] may also provide enough

laser energy that limited detector dynamic range becomes the main experimental

limitation. To test the applicability of the concept, planar Rayleigh imaging was

taken again as a test case and used to acquire a two-frame sequence of a time-varying

non-reacting flow injected in air, so that an HDR image could be computed.

When dealing with HDR imaging, it is important that two main assumptions are

satisfied: first, the detector must display excellent linearity and reciprocity under

both unsaturated and partially saturated conditions. Second, since multiple images

have to be mathematically combined into a single one, the imaged phenomena must

be the same, with little or no spatial variation between frames. If this condition is

not satisfied, the resulting spatial mismatch will introduce unphysical features in the

HDR image. In unsteady flows, the latter condition can be avoided by ensuring that

the time separation between the first and last collected image of the HDR sequence

is smaller than the characteristic time scale of the phenomenon under study. The

linearity of the detector used in this study has already been shown in Section 5.1.2,

and for the specific application of HDR imaging to techniques relying on pulsed lasers
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for illumination, the camera reciprocity loses importance since each images recorded

intensity is not determined by the camera exposure but by the energy of the laser

pulse.

5.2.1 Experimental setup

The experimental configuration used to test the applicability of HDR imaging to

unsteady flows is a variation of the one introduced in Section 5.1.1. It is shown in

Fig. 5.10 where two illuminating sheets were generated by two different lasers and

sent, from opposite directions, into the probe volume where Rayleigh-scattered light

was collected and imaged onto an interline transfer CCD. Unlike the previous set of

experiments, no image intensifier was used and the two images necessary for the HDR

reconstruction were created by collecting the scattered light from the two separate

laser shots.

Figure 5.10: Schematic diagram of the experimental set-up used for the HDR planar
Rayleigh scattering imaging.
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The first image of the two-frame sequence was created by focusing the second har-

monic of a Spectra Physics Pro 250 Nd-YAG laser into a sheet (3.3 mm height, ∼ 35

µm FWHM beam waist thickness, 200 mJ/pulse) and sending it through a turbulent

jet of dichlorodifluoromethane (Freon-12) injected into an air coflow (4 mm nozzle

diameter, 75 mm coflow diameter). The relative Rayleigh cross sections of Freon-12

and air are 20.33 and 0.97, respectively. The average velocities of Freon and air were

22 cm/s and 27 cm/s, respectively and the flow unsteadiness was induced by a sinu-

soidal forcing generated with a speaker placed in the fuel plenum and driven at 30 Hz

with a Stanford Research DS345 function generator (the forced flow was chosen over

a turbulent one to allow for a comparison between HDR and conventionally-averaged

results). The Rayleigh-scattered light was collected through a pair of Nikkor 50 mm

lenses and imaged onto the chip of a Sensicam Interline Transfer CCD using one-to-

one magnification. The second image of the sequence was created in a similar fashion

with the use of a Continuum Powerlite Nd-YAG laser whose beam was focused into a

sheet (6 mm height, ∼ 140 µm FWHM beam waist thickness, 100 mJ/pulse) and sent

through the same probe volume defined by the first laser sheet. For both beams, the

final focusing was done with 300 mm focal length cylindrical lenses; in addition, the

beam of the first laser was sent through a converging telescope to decrease the beam

height and increase the fluence. The measurements were performed at a fixed height

above the burner centered three diameters downstream; to prevent the laser beams

from entering each other’s cavities, the first beam was slightly tilted and crossed the

probe volume with a 2.5-degree angle. Stanford Research DG535 pulse generators

synchronized the lasers and camera. The camera chip was binned 2x2 pixels and

the pulse energies were chosen so that the first image saturated the detector in some

areas, while the second image used a significant portion of the camera dynamic range

without any saturation. The interpulse separation was set to 2.5 µs; when compared

to the average gas velocity, the spatial displacement of the flow structures between
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the two collected frames was expected to be ∼ 0.5 µm. This value, given the magni-

fication of the collection optics, was well below the spatial resolution of the imaging

system (the length projected onto a binned pixel was equal to 13.5 µm). While the

velocity modulation induced by the speaker was not quantified, the large margin be-

tween spatial resolution and spatial shifting ensured that the two acquired frames

sampled the same event.

The Rayleigh image post processing was similar to what already described in

Section 5.1.1. The only difference involved the image “stripe correction”: before

applying it, the first image was rotated by 2.5 degrees in order to align the stripes

horizontally; after the correction was completed, the resulting image was rotated back

to the initial orientation. Since the rotation algorithm returned a slightly smoothed

image, for consistency across the data, the same rotations were applied to the second

image as well.

When the image sequence comprises only two frames, as in this case, a simplified

version of the algorithm for the computation of an HDR image can be employed.

Equation 5.2 shows how the ith pixel intensity of the reconstructed HDR image, Hi,

was calculated:

Hi =
hLi +

(
hHi
R

)
Ni

. (5.2)

Here, hLi is the value of the ith pixel in the unsaturated image (low pulse energy),

hHi is the value of the partially saturated one (high pulse energy), and Ni is the

number of frames in which the pixel is not saturated (either 1 or 2 in this two-

image case). The factor R accounts for the difference in laser energy between the

two frames. In order to be included in the HDR reconstruction, hHi , has to be lower

than a certain threshold identifying the detector saturation; in this set of experiments

the saturation threshold was chosen to be 80% of the detector full dynamic range to

account for eventual pixel blooming effects. In other words, if neither one of the

ith pixels are saturated, a weighted average is taken; otherwise, only the value of
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the unsaturated image is considered. In general, a lower threshold can be set as

well to discard pixels whose intensity is close to the background noise and where the

SNR is expected to be poor; since in Rayleigh scattering the signal never drops to

zero, the lower threshold was not implemented. In conventional HDR imaging, the

factor R is determined by the camera settings and exposure times; when dealing with

systems in which the laser pulse is shorter than the minimum camera exposure, the

collected luminosity becomes a function only of the laser pulse energy. The factor

R was therefore determined by taking the ratio between average signals evaluated in

an interrogation region in both the unsaturated and partially saturated images where

the scattered signal was constant. Finally, to account for small shot-to-shot variations

and non-uniformities between the two frames, the HDR result was normalized by an

image resulting from a two-dimensional smoothing of the ratio between HDR and low

dynamic range (LDR) results.

An alternative approach that exploited the capablity of the Nd:Yag laser to gen-

erate a double pulse, instead of relying on two lasers, was tried with minor success:

the implicit tradeoff between the pulses temporal separation and their energy did not

allow for a proper implementation of the HDR concept; either the time separation

between the turbulent features was too large, or the pulse energy was not enough to

reach signal saturation.

5.2.2 Results

Figure 5.11a shows the resulting HDR image of the corrected Rayleigh signal

with the contour plot highlighting the separation between unsaturated (right) and

saturated regions (left) as determined from the raw uncorrected Rayleigh image. The

signal-to-noise ratio of the images was evaluated according to the procedure described

in Section 5.1.2 and Figs. 5.11b, 5.11c, 5.11d show the SNR distribution for the HDR

image, the unsaturated LDR one, as well as that for a conventional two-shot average,
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where neither of the two images were saturated.
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Figure 5.11: (a) HDR image of Rayleigh intensity, in arbitrary units, from a Freon-
12 jet injected into air (corrected for laser sheet non uniformities); the white line
identifies the separation between the saturated (left) and unsaturated areas (right) of
the raw Freon-12 Rayleigh image. (b) SNR distributions for the HDR, (c) LDR, and
(d) conventionally-averaged image. The solid black lines define a region over which
the axial averaging was performed to plot the curves shown in Fig. 5.12b.
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As expected, the SNR distribution of the LDR and conventionally-averaged images

depended on the signal intensity, with higher SNR localized in the high pixel count

regions. On the other hand, the HDR image returned an overall higher SNR in

regions where both exposures contributed to the final image. Furthermore, when both

exposures contributed to the HDR image, the SNR in the HDR image was seen to be

as good as or better than that obtained with conventional averaging. Predictably, no

improvement was possible in the saturated areas where information from just a single

image was used. Figure 5.12 clarifies this conclusion by showing a radial plot of the

axially averaged Rayleigh counts (Fig. 5.12a) and axially averaged SNR distribution

(Fig. 5.12b) over a region defined by the black lines shown in Fig. 5.11. The increase

in SNR of the unsaturated region was seen to be ∼ 35% and ∼ 15%, when compared

to the LDR and conventionally averaged image, respectively.
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Figure 5.12: (a) Comparison between the axially averaged Rayleigh counts and (b)
the axially averaged SNR.
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Finally, the verification that the HDR image carried the same quantitative information

of the unsaturated one was done by plotting and comparing, pixel by pixel, the HDR

image pixels intensity (normalized to the detector full dynamic range) as function of

the LDR one, as shown in Fig. 5.13. The result showed excellent agreement, with a

linear relation that had an R2 value of 0.9999, giving confidence in the accuracy of

the HDR reconstruction.
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Figure 5.13: HDR normalized pixel intensity as function of the LDR one.

5.3 Conclusions

Two approaches to increase the SNR in laser-based turbulent imaging experiments

were demonstrated in reactive and non-reactive flows with the acquisition of planar

Rayleigh scattering images. First, the averaged Rayleigh method was tested on steady

and turbulent partially premixed methane/air flames, and it was shown that, by

suitably timing the double exposure of an interline transfer CCD camera with respect

to the light emitted by the phosphor screen of an image intensifier, the intensifier
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output light could be equally distributed over the two frames of the detector so

that an averaged image could be calculated. A linearity analysis was performed on

both detector and intensifier and no differences in response between the two frames

could be observed when the camera was used in double-frame mode. For a given

signal, the SNR fall-off of the intensifier occurred above 7.5 V and for this reason

the measurements shown in this chapter were done with gains between 6.5 V and 7

V. To avoid uncertainties associated with the randomness of turbulent features, the

approach was initially tested on a steady partially premixed methane/air flame: the

comparison between conventional and averaged Rayleigh results showed that the SNR

of the latter was 30% higher than the former. The extension of the technique to a

turbulent flame confirmed the same SNR increase.

The second approach proposed the use of the high dynamic range imaging tech-

nique and it showed how HDR imaging could be extended and applied to time vary-

ing/unsteady systems. Planar Rayleigh scattering was used to acquire a two-frame

sequence of an unsteady jet of Freon-12 injected in air so that an HDR image could

be reconstructed. The results showed that the quantitative information carried by

the HDR image was the same as the LDR one while providing a SNR ∼ 15% higher

than the one obtained with conventional averaging.

The selection of one method over the other would depend mainly on the specific

experimental set-up. The averaged Rayleigh approach could be quickly applied to

imaging systems already equipped with intensifiers and interline transfer CCDs, after

the verification of the linearity of both components. Despite its higher complexity (in

terms of required equipment), the HDR approach could similarly be adapted to those

systems already predisposed to accommodate its hardware requirements. Depending

on the number of images used for the HDR reconstruction, as well as the level of

partial saturation, SNR improvements higher than the ones presented here are likely

to be expected.
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Chapter 6

Measurements of CH∗

concentration in microgravity and

normal gravity laminar coflow

diffusion flames

In combustion systems, the prospect of using information from chemiluminescence

of electronically excited species, such as OH or CH (denoted as OH∗ and CH∗,

respectively) has a great appeal because of the non-intrusiveness and the simplicity of

their measurement. Among the relevant combustion quantities that can be monitored

in flames, the heat release rate is recognized as critical, especially in modern turbulent

combustors, given its relevance to the prediction of possible unsteady combustion

behavior [104–106]. For this reason, several studies have investigated the capability

of chemiluminescence of being an effective marker for the total and/or local flame

heat release rate, particularly in turbulent flames. In such cases, the combustion

systems are so complex that the spatial distribution of relevant quantities cannot be

easily determined, and the possibility of extracting useful information from a total
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integrated chemiluminescence becomes valuable.

A number of studies have focused on the ability of OH∗ and CH∗ chemilumines-

cent emissions (around 308 nm and 431 nm) to provide insight on the heat release

in premixed turbulent flames [25–27, 107]; because of possible complications related

to broadband soot emission and its interference with the radical spectral emission

regions, steady diffusion flames have not been investigated as extensively [108]. Nu-

merical studies of non-premixed strained flames have shown how OH∗ and CH∗ have

the potential to be used as heat release rate markers [28]. A recent work by Hossain

and Nakamura [29] extended the study on counterflow diffusion flames while providing

an excellent summary of the major investigations done so far. The main conclusion of

their review was that, for premixed flames, the results are contradictory, and there is

no unique conclusion about the ability of either OH∗ or CH∗ to predict local or total

flame heat release. Moreover, the limited examination of diffusion flames indicates

that more study is required for these specific cases.

In this chapter, the study of chemiluminescence and its correlation with flame heat

release rate was extended to the specific case of nitrogen-diluted methane laminar

coflow diffusion flames under microgravity and normal gravity conditions. Specifi-

cally, the use of a commercial DSLR camera was investigated as a way to measure

and quantify CH∗ concentration, while numerical simulations of the considered dif-

fusion flames allowed for an evaluation and comparison with the local and total flame

heat release rates. The experimental data considered in this chapter is part of the

NASA SLICE (Structure and Liftoff in Combustion Experiments) database, which

comprises images of nitrogen-diluted laminar coflow diffusion flames collected during

the campaign conducted on board the International Space Station (ISS) in 2012 [109],

as well as their normal-gravity equivalents collected in a ground copy of the ISS flight

hardware. The fact that micro- and normal gravity laminar coflow diffusion flames

that share the same exit flow conditions behave quite differently allowed for a more
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comprehensive study with diverse cases. The quantification of the two-dimensional

CH∗ concentration for both the microgravity and normal gravity diffusion flames, as

well as its comparison with the numerical simulations, allowed us to conclude that

the integrated absolute CH∗ concentration in a cross section was a good indicator for

the total flame heat release rate, and that the two-dimensional CH∗ concentration

distribution was a good marker to spatially identify the local heat release rate, albeit

with differences in both intensity and gradients. Additionally, since the SLICE raw

data has been recently available for the entire scientific community to study through

the NASA Physical Sciences Informatics System [110], this chapter summarizes how

to best process it and extract quantitative information regarding absolute CH∗ con-

centration.

6.1 Experimental setup

Details regarding the experimental setup used for the acquisition of the SLICE

flame images have been presented in [68]. A DSLR color camera (Nikon D300s , 4288

by 2848 pixels, capable of exporting 14-bit lossless raw data files) was used to acquire

images of coflow laminar diffusion flames under various operating conditions (flow

rates, fuel types, fuel nozzle sizes, gravity). A 2 mm blue-green color BG7 filter was

added to the setup to balance the red, green, and blue (RGB) signals of the detector

and account for the red-dominated emission from soot incandescence. A schematic

of the SLICE coflow burner is shown in Fig. 6.1. The fuel tube was enclosed in a 76

mm by 76 mm square duct, which is 174 mm tall, allowing multiple fuel nozzles to be

interchanged, with diameters varying from 0.4 mm to 3.2 mm I.D. The fuel flow rate

was controlled using a mass flow controller, while the air coflow was induced by an

electric fan placed at the bottom of the burner; a ceramic honeycomb and wire mesh

were added to straighten the air velocity profile.
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Figure 6.1: Photograph (left) and schematic representation (right) of the SLICE
coflow burner.

The ground copy of the flight hardware was used to provide a calibration for both

fuel and air velocities. However, despite being a close copy of the apparatus aboard the

space station, minor differences in flow velocities between the microgravity and normal

gravity units could not be ruled out. Although the microgravity database contains

tests for a variety of fuels (methane, ethylene, propane, and ethane with varying

nitrogen dilution), the results of this chapter focus on a subset of the nitrogen-diluted

methane flames. The cases considered are summarized in Table 6.1.
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Sequence Fuel Nozzle Fuel velocity Coflow velocity Exposure bracketing Lens
[by volume] [mm] [cm/s] [cm/s] [s] f -number

A 40% CH4, 60% N2 3.2 17-89 17 [1/15, 1/40, 1/25, 1/10, 1/6] #2

B 70% CH4, 30% N2 0.8 180-460 17 [1/40, 1/100, 1/60, 1/25, 1/15] #2

C 70% CH4, 30% N2 1.6 62 14-34 [1/10, 1/25, 1/15, 1/6, 1/4] #4

Table 6.1: Summary of the flow conditions and camera settings of the normal gravity
and microgravity image sequences considered in this chapter.

These configurations and velocity ranges were selected for several reasons. First,

the flames are predominantly “blue”, with a faint sooty tip that develops only at

the highest fuel velocity conditions. Second, numerical simulations of these flames

are available, which contain relevant chemical species and temperature. Third, flow

conditions are such that either the fuel or the coflow are varied. Finally, depending

on the flow condition and gravity level, the flames show either an attached or lifted

structure, and significantly vary in shape and structure.

As part of the SLICE acquisition procedure, flame images were taken employing

bracketing sequences with varying exposure times to account for the fact that the

optimal camera exposure time was unknown. This broad sampling was used to ensure

that at least one of the images in the bracketing sequence was not saturated. The

saturation problem was not encountered with the non-sooty flames analyzed in this

work, but the reciprocity analysis performed on the detector (see Chapter 4 and [89])

allowed the use and the averaging of the information contained in each image of the

bracketing sequence, thus enhancing the overall signal-to-noise ratio.

Both CH∗ and OH∗ are recognized chemiluminescent species for flame diagnostics.

Unlike CH∗, however, the OH∗ radical emits in the ultra-violet, and its measurement

requires both a specific UV-sensitive detector and collection optics to isolate the

emission peak around 308 nm. On the other hand, CH∗ emits in the blue region,

making its measurement simpler because of the larger availability of suitable detectors.

The SLICE camera was sensitive in the visible range; therefore, only the collection of
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CH∗ emission was possible and its quantification performed.

The Nikon D300s camera’s CMOS detector was spectrally characterized, and it

was seen that the signal collected by the blue channel was representative of the CH∗

chemiluminescence around 431 nm. Experimentally, one of the most common proce-

dures to isolate and collect the chemiluminescence of a radical species relies on the

use of a narrowband interference filter. However, as seen in Fig. 6.2, a compari-

son between the normalized two-dimensional chemiluminescence collected through a

Melles Griot interference filter (430 nm central wavelength, 10 nm FWHM) and the

two-dimensional chemiluminescence recorded by the Nikon blue channel through the

color BG filter showed how the two results matched reasonably well, both spatially

and in intensity distribution.
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Figure 6.2: Two-dimensional chemiluminescence intensity comparison between Nikon
D300s blue channel (left half) and 430 nm interference filter signal (right half). Each
chemiluminescent signal was normalized with respect to its maximum. The horizontal
dashed lines are axial locations that are the focus of analysis in Section 6.2.
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For this comparison, one of the Yale target nitrogen-diluted laminar coflow methane

flame was considered [111] (65% CH4, 35% N2 by volume, velocity of 35 cm/s for

both fuel and oxidizer, 4 mm I.D. fuel nozzle, and 50 mm I.D. coflow), and the two-

dimensional chemiluminescence was obtained from the line-of-sight luminosity using

an Abel deconvolution. The horizontal dashed lines identify specific axial locations

that will be the focus of analysis in Section 6.2; the halo that can be seen on the ox-

idizer side in the blue channel chemiluminescence signal will be discussed in Section

6.2 as well. In Fig. 6.3, the normalized transmissivities of the blue and 430 nm in-

terference filters are compared to the spectral location of relevant chemiluminescent

species. The measured spectrum was obtained from the reference nitrogen-diluted

65% methane flame (at 7.5 mm above the burner and 4 mm from the centerline),

while the simulated one was derived using the molecular software LIFBASE [31] as-

suming a temperature of 1900 K, as explained in Sections 6.2 and 6.4. Because of

the relative position of the CH∗ emission with respect to the blue channel’s spectral

response, the interference filter signal displayed in Fig. 6.2 was evaluated considering

only the contribution from the blue pixels, too. The transmissivity curve of the cam-

era’s blue channel was obtained following a spectral characterization of the detector

(as outlined in [12]), while the interference filter’s transmissivity was measured with

a Hitachi U-2001 spectrophotometer.
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Figure 6.3: (a) Spectral transmissivity of the Nikon D300s blue channel and a 430
nm interference filter, each normalized with respect to its maximum. (b) Normalized
flame and simulated CH∗ spectrum showing the spectral location of relevant flame
emitting species.

6.2 Imaging and spectral considerations

In flames that have an axisymmetric structure, such as the ones that were consid-

ered here, a two-dimensional intensity distribution is obtained from the line-of-sight

emission through the implementation of an Abel deconvolution (Section 2.2.1). This

operation relies on the assumption that the collected light rays are parallel. However,

it was shown that, for a given distance between the light source and the collection

optics, the smaller the lens f -number, the weaker the parallel ray hypothesis be-

comes [112]. As a consequence, the reconstructed two-dimensional intensity profile

gets artificially broadened (radially), and the peak radial intensity is underestimated.
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The sequence in Fig. 6.4 exemplifies the broadening by comparing the normalized

two-dimensional chemiluminescence when obtained by Abel inverting images taken

with varying f -numbers (of the reference nitrogen-diluted 65% methane flame). In

order to maximize signal levels while minimizing exposure time (thus minimizing fuel

consumption), the SLICE images were collected using a relatively open f -number of

either 2 or 4. The effect of this choice will become apparent in Section 6.5 when

comparing the experimental data (which were relatively broadened) and numerical

results (which had high spatial resolution).
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Figure 6.4: Influence of lens f -number on the Abel-inverted two-dimensional chemi-
luminescence of the reference nitrogen-diluted 65% methane flame. Each image was
normalized with respect to its maximum value.

For the accuracy of the quantitative measurements, it is essential that the collected

chemiluminescence was related only to the radical species of interest without any

contribution from other emitting species. When a narrowband interference filter is

used, this condition is typically satisfied. On the other hand, as shown in Fig. 6.3, the

use of a broadband blue filter will likely collect light emitted from additional species

such as C∗2 and broadband CO∗2 [113]. A spectroscopic measurement of the emission

of the nitrogen-diluted flame introduced in Fig. 6.2 was therefore performed to assess
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the presence and the contribution of these emitting species on the final collected

signal. The flame chemiluminescence at three different heights above the burner (7.5,

12.5 and 17.5 mm - see the dashed lines in Fig. 6.2) was collected with the use of

a Nikon 50 mm lens (f -number 16) and was focused on the entrance slit of a Jobin

Yvon CP200 imaging spectrometer (100 µm slit, 200 grooves/mm); the spectrum

was then imaged on the chip of a cooled SBIG STF-8300M CCD camera (3 minutes

exposure). The distance between flame and focusing lens was a compromise between

a reasonable projected radial length (42 pixel/mm) and the satisfaction of the parallel

rays collection assumption. To allow a comparison with the signal collected by the

DSLR camera, the collected spectrum was corrected for the spectrometer spectral

throughput and detector spectral sensitivity, as well as for the Nikon blue filter and

BG color filter spectral transmissivities. Finally, an Abel inversion was performed to

obtain a spectrally resolved radial distribution.

The result of the acquisition, at 7.5 mm above the burner, is shown in Fig. 6.5a.

The horizontal axis refers to the radial coordinate (with 0 being the flame centerline),

while the vertical axis refers to the emitted light’s wavelength. The labels highlight

the major emitting species that are present in the blue filter spectral range (CH∗,

C∗2 , CO∗2). The measured spectrum shown in Fig. 6.3b was obtained by plotting a

cross section of the two-dimensional spectrum of Fig. 6.5a at a radial distance of 4

mm. The white lines demarcate the FWHM spectral width of the 430 nm interference

filter, while the Nikon blue filter covers the entire displayed spectral range, as seen in

Fig. 6.3a.
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Figure 6.5: (a) Flame spectrum, normalized to the maximum, as a function of the
radial coordinate (7.5 mm above the burner) for the reference nitrogen-diluted 65%
methane flame introduced in Section 6.1. (b) Radial chemiuminescence profiles, nor-
malized with respect to their maximum values, obtained by integrating over the spec-
tral regions of the 430 nm and blue filters.

Figure 6.5b shows the normalized radial profile of the flame chemiluminescence

(zoomed in around 4 mm from the flame centerline). The two curves, red and blue,

were obtained by spectrally integrating over the 430 nm filter and blue filter spectral

regions of Fig. 6.5a, respectively. It can be seen that the integration over the entire

range, because of the contribution from C∗2 and CO∗2 (whose radial extension is wider

than the CH∗ one), yields a radial profile that broadens towards the oxidizer side.

Therefore, the halo that can be observed in the chemiluminescence profile, when

obtained from the blue channel (Fig. 6.2 left half), can be explained by the presence

of the aforementioned emitting species. With the current spectroscopic imaging setup,
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the radial displacement between C∗2 and CH∗ peaks was measured to be 1 pixel (∼

24 µm, given the system magnification), with CH∗ positioned on the oxidizer side,

with respect to C∗2 . When C∗2 is spectrally integrated with CH∗, as is the case of the

blue channel acquisition, the radial distance of the peak CH∗ from the centerline is

expected to be underestimated. However, given the projected length of the SLICE

imaging setup (∼ 17 pixel/mm), discerning the difference would require sub-pixel

resolution, and the effect can be considered negligible.

When compared to just the CH∗ emission, the additional light emitted by C∗2 and

CO∗2 will increase the recorded counts causing, if not corrected, an overestimation of

the actual CH∗ signal. To evaluate the relative influence of C∗2 and CO∗2 emission on

the CH∗ signal, a comparison was done to show the differences in the peak recorded

counts in the reconstructed radial profiles when the chemiluminescence was collected

either through the Nikon blue channel or the 430 nm interference filter. Figure 6.6

shows such comparison for the three selected heights above the burner (HAB) high-

lighted in Fig. 6.2. Here the 430 nm filter signal was corrected to account for the

partial transmissivity of the interference filter.
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From Fig. 6.6 it can be seen that, for this specific flame, the CH∗ peak intensity,

when the signal was evaluated considering only the blue channel, could be overesti-

mated by a factor of ∼ 3.3. This difference seemed weakly dependent on the axial

position. Therefore, in the following sections, where a quantification of the absolute

CH∗ concentration will be performed, this factor will be taken into account. Fur-

thermore, the same correction will be applied to the SLICE nitrogen-diluted methane

flames under the assumption that, because of the similarity of the chemistry involved,

the flames have the same spectral characteristic displayed by the reference flame.
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6.3 SLICE computational model

A description of the numerical simulations for SLICE nitrogen-diluted methane

flames is presented in [68] and is based on the MC-Smooth vorticity-velocity formula-

tion of the governing equations [114]. In the physical model, the chemically reactive

mixture was treated as Newtonian with diffusion assumed as Fickian. The gas-phase

chemistry was described with 42 species and 250 reactions, and it was based on the

GRI 3.0 mechanism [115] with all the nitrogen-containing species removed, except N2;

it included CH, but did not include the radical species CH∗. The axisymmetric struc-

ture of the flames allowed the implementation of a two-dimensional computational

domain with boundary conditions chosen to match the experimental ones. The com-

putational domain extended 4.29 cm in the radial direction and 12.20 cm in the axial

direction, and it was spanned by a nonuniform tensor-product grid containing 167 x

289 points. The governing equations were discretized on this grid using a nine-point

computational stencil. The resulting strongly coupled, highly nonlinear equations

were solved simultaneously using a damped, modified Newtons method [116] with a

nested Bi-CGSTAB linear solver [117].

6.4 CH∗ concentration diagnostics

The quantitative CH∗ concentration measurements shown in this chapter have

their basis in the approach presented in [111]. The CH∗ chemiluminescence deriv-

ing from the A2∆ → X2Π transition was imaged onto the detector, and an Abel

deconvolution of the blue signal was performed to obtain the two-dimensional CH∗

emission from the line-of-sight flame luminosity. The CH∗ emission Sem collected by

the detector can be expressed as in Eq. 6.1, already introduced in Section 2.2.4 [30]:

Sem =
1

4π
A21τVemN

∗K. (6.1)
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Here, A21 is the Einstein A coefficient (1.86*106 1/s), τ is the detectors exposure time,

Vem is the pixel volume, N∗ is the number density of the excited species, and K is a

constant that accounts for the solid collection angle and detector efficiency. For the

determination of the calibration constant, the SLICE setup relied on a 100 µm SiC

fiber to be used as an absolute light calibration source; the fiber was heated with a

non-sooty flame and its emitted radiation was imaged with the camera. The known

fiber spectral emissivity, as well as the known camera spectral response, enabled the

evaluation of the fiber temperature using the color ratio pyrometry approach [12].

In addition, the simulation of the fiber intensity of radiation collected by the blue

channel at the measured fiber temperature, T , was obtained by employing Planck’s

law. The ratio between the measured signal and the simulated one provided a value

for the intensity calibration, as shown in Eq. 6.2:

K =
B

τ
∫ λ2
λ1
ηB(λ)ε(λ)IBB(λ, T )dλ

· C · γCH . (6.2)

Here ηB accounts for the spectral transmissivity of the detectors blue channel as well

as the color BG filter, ε is the fiber emissivity (assumed to be constant = 0.88), and

IBB is the blackbody radiation at the measured temperature T . The quantities λ1

and λ2 identify the detectors detection wavelength range (400 to 700 nm), while B

is the SiC fiber signal collected by the detector as obtained from a vertical addition

and horizontal averaging of the blue pixel counts in a region where the axial fiber

intensity can be considered constant. The constant C accounted for the fact that

the recorded signal is not due to the CH∗ emission alone, but other emitting species

may contribute to the measured counts. Finally, γCH is the transmitted energy of a

photon in the blue channel, as is defined in Eq. 6.3:

γCH =

∫ λ2

λ1

ηB(λ) · hc
λ
· CHem(λ)dλ. (6.3)
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Here h is Planck’s constant, c is the speed of light, and CHem is the normalized

CH∗ spectral emission (see Fig. 6.3b). The latter was numerically obtained using

the molecular software LIFBASE [31] while assuming a temperature of 1900 K (as

suggested by the flame front temperature obtained from numerical simulations of

the flames). Despite assuming a constant temperature for every pixel in which CH∗

emission is present, a sensitivity analysis showed that the calibration constant was

not sensitive to variations of CH∗ emission spectra evaluated in a range of a few

hundred Kelvins; as can be seen in Fig 6.7, the peak CH∗ concentration varied less

than ∼ 0.05% .
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Figure 6.7: Variation of the normalized peak CH∗ concentration when evaluating
CHem in the range 1500 K - 2000 K.

In cases where the flame tip becomes partially sooty, the blue channel will start

collecting signal from soot incandescence. Despite being red-shifted, the soot emis-

sion overlaps with the blue channel, and its magnitude varies depending on the soot

temperature. Because of the previous assumption that the blue channel is represen-

tative only of the CH∗ chemiluminescence, the additional luminosity caused by soot

will result in a corruption of the real CH∗ signal. Figure 6.8a shows an example of

the normalized blue channel of a partially sooty microgravity flame (Table 6.1, se-

quence A - 40% CH4, 60% N2, coflow velocity of 17 cm/s, fuel velocity of 89 cm/s),
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in which the signal along the flame wing is due to CH∗ chemiluminescence, while the

tip luminosity is mainly due to soot emission.
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Figure 6.8: Line-of-sight luminosity of a representative microgravity partially sooty
flame (40% CH4, 60% N2, 17 cm/s and 89 cm/s for coflow and fuel velocity, re-
spectively) as collected by the (a) blue and (b) green channels. (c) Soot luminosity
as determined by the subtraction between the green and blue channels. (d) Flames
blue signal free of soot interference. Each image was normalized with respect to its
maximum.

A method to perform a correction for the visualization of CH∗ in sooty flames has

previously been presented and relies on the combination of signals collected through

multiple interference filters centered around 420, 430, and 440 nm [118]. The entirety

of the SLICE data, however, was collected using just a DSLR camera coupled to

a broadband color filter, without the use of any interference filters. An alternative

approach was therefore implemented to deal with soot interference subtraction, a

method that relied on information from just the blue and green channels.
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1. The blue and green signals (Figs. 6.8a and 6.8b) were initially normalized with

respect to their maximum value along the flame wings.

2. Since no soot is present along the wings, the two normalized images were sub-

tracted to obtain one that had just the contribution from soot on the tip (Fig.

6.8c).

3. The resulting image was then scaled so that the peak value of the tip equaled

the blue channel’s tip peak value.

4. The scaled image was then subtracted from the original blue signal to obtain a

“soot-free” blue image (Fig. 6.8d).

Among the SLICE flames analyzed in this chapter, the soot correction was applied

to all the flames with the exception of the following non-sooty cases:

• Microgravity, sequence A from Table 6.1: 40% CH4, 60% N2, coflow velocity

of 17 cm/s and fuel velocities of 17 cm/s and 25 cm/s.

• Normal gravity, sequence A from Table 6.1: 40% CH4, 60% N2, coflow velocity

of 17 cm/s and fuel velocities of 17 cm/s, 25 cm/s, and 50 cm/s.

6.5 Results

The procedure to compute the absolute CH∗ concentration was initially tested

on the reference 65% methane flame. For that flame, the CH∗ mole fraction has

been previously evaluated using an approach similar to the one shown here. The

approach relied on the use of a 430 nm interference filter and the absolute calibra-

tion, alternatively, was performed using Rayleigh scattering [111]. Figure 6.9 shows

the comparison between the absolute two-dimensional CH∗ concentration, in mole

fraction, evaluated by [111] and the result obtained with the approach introduced in
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this work. Since Eq. 6.1 returns a number density value, the mole fraction value was

derived assuming a temperature of 1900 K.
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Figure 6.9: Two-dimensional CH∗ mole fraction of the reference nitrogen-diluted 65%
methane flame (left half) as compared to the result from [111] (right half).

When compared to previous results, the proposed approach was able to return

comparable quantitative values; moreover, it confirmed that the Abel-inverted blue

signal was a reasonable marker for the CH∗ location in an axisymmetric flame, despite

the presence of the halo on the oxidizer side. As introduced in Section 6.4, the

calibration constant was derived using a heated SiC fiber as absolute light calibration

(a 15 µm diameter fiber was used for the reference flame calibration). The fiber

temperature, inferred using the color ratio approach, has an uncertainty of ∼ 30 K

[23]. This temperature uncertainty translated in an absolute peak CH∗ concentration

that, for this specific flame and measured fiber temperature, could vary up to ∼
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40% of the value determined considering the average fiber temperature. Calibrations

performed using Rayleigh scattering, on the other hand, have been reported to return

a CH∗ concentration accuracy of ∼ 25% [111].

For the approach presented here, the uncertainty on the calibration constant was

due to its high sensitivity to temperature. The denominator in Eq. 6.2, in fact,

involves the integral of the intensity of radiation emitted by a blackbody, convolved

with the color filter and the detector’s blue spectral response. This integral, when

evaluated in the visible wavelength range, is very sensitive to temperature variations,

because of the blackbody emission temperature dependence. A better and more

precise approach to perform the absolute light calibration would be based on the use

of a thermocouple rather than a SiC fiber [7]. The lower uncertainty in the measured

thermocouple temperature will translate into a smaller uncertainty for the calibration

constant. Nonetheless, the SLICE data absolute light calibration relied on a SiC fiber

and, to be consistent and to understand the limitations of such a technique, the same

approach was used for the reference flame as well.

Focusing now the attention onto the SLICE dataset, Fig. 6.10 shows the calculated

two-dimensional CH∗ concentration for the sequence A of Table 6.1 (40% CH4, 60%

N2, 3.2 mm I.D. nozzle, coflow velocity of 17 cm/s, fuel velocity ranging from 17

cm/s to 89 cm/s); the sequence is plotted as a function of the fuel velocity, for a

fixed coflow velocity. The left half of each figure shows the microgravity result, while

the right half shows the normal gravity one. Because of the lack of buoyancy effects,

and for this particular fuel dilution and for these flow rates, the microgravity flames

stayed attached to the burner, while the liftoff height of the normal gravity flames

increased as the fuel velocity was increased.
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Figure 6.10: Two-dimensional CH∗ mole fraction for the nitrogen-diluted methane
flames from sequence A of Table 1 (40% CH4, 60% N2, coflow velocity, labeled C, of
17 cm/s, fuel velocities, labeled F, between 17 cm/s and 89 cm/s). The 0 g result is
on the left half of each plot, and the 1 g result is on the right half.

For this specific configuration (sequence A), the peak CH∗ concentration of the

normal gravity flames was seen to be relatively insensitive to the fuel velocity and

remained roughly constant as the flow conditions were changed. On the other hand,

the microgravity flames displayed a small increase in peak concentration as the fuel

velocity increased, as displayed in Fig 6.11. The less diluted 1 g flames of sequence

B in Fig. 6.11 (70% CH4, 30% N2, coflow velocity of 17 cm/s, fuel velocity ranging

from 180 to 460 cm/s) displayed a similar trend, with a 1 g peak CH∗ concentration

that seemed insensitive to the fuel velocity. Sequence C in Fig. 10 (70% CH4, 30%

N2, fuel velocity of 62 cm/s, coflow velocity ranging from 14 to 34 cm/s) showed that

both 0 g and 1 g peak CH∗ concentrations increased with the coflow, instead. The
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average peak CH∗ concentrations of sequences B and C, which have a fuel mixture

with 70% methane, were comparable to the one determined for the reference 65%

methane flame (order of 10−11); on the other hand, the more diluted 40% methane

flame of sequence A displayed a lower average peak concentration (order of 10−12).
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Figure 6.11: Variation of the peak CH∗ concentration for the flame sequences A, B,
and C of Table 6.1. The coflow and fuel velocities are summarized in each plot.

As stated in the Introduction, one of the objectives of this chapter was the ver-

ification of the correlation between CH∗ chemiluminescence and flame heat release

rate. In the following discussion, the integrated absolute CH∗ concentration in a

cross section will be considered as a possible marker for the total flame heat release

rate. Figure 6.12 compares the normalized computed total heat release rate with the

normalized integrated absolute CH∗ concentration in a cross section, for the three

flame sequences considered. The total heat release rate was evaluated by summing
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the values of all the nonzero pixels in the two-dimensional numerical results, while the

integrated absolute CH∗ concentration was determined in a similar way but consid-

ering the experimental data. In Fig. 6.12, the solid circles refer to the microgravity

results, while the empty squares refer to the normal gravity ones.
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Figure 6.12: Integrated CH∗ concentration in a cross section and integrated heat
release rate (each normalized with respect to its minimum normal gravity value),
for the flame sequences A, B, and C of Table 1. The coflow and fuel velocities are
summarized in each plot.

The numerical simulations displayed little or no variation between the micrograv-

ity and normal gravity cases, while the experimental data generally showed lower

integrated CH∗ concentration for the normal gravity flames. These small differences

may be attributed to two factors: first, the flow velocities of the microgravity and

normal gravity cases, despite being comparable, were not exactly identical; second,

the soot luminosity subtraction might play a role in all the cases in which it was
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performed. Soot luminosity was accounted for in all the flames except for a few cases

in sequence A (microgravity with fuel velocities of 17 cm/s, and 25 cm/s; normal

gravity with fuel velocities of 17 cm/s, 25 cm/s, and 50 cm/s). Despite such distinc-

tions, the correlation between total integrated heat release rate and integrated CH∗

concentration was seen to be excellent. Moreover, the fact that the 1 g flames of

sequence A become lifted has no influence on the linear relation between heat release

rate and flow conditions. Being related to the amount of fuel in the system, the total

heat release did not change when the fuel flow was fixed and the coflow was varied

(sequence C).

In systems where a two-dimensional distribution of the CH∗ concentration can

be measured and a two-dimensional heat release rate can be computed, a comparison

between the spatial distribution of the two quantities would indicate if any spatial

correlation exists. Figure 6.13 shows the two-dimensional CH∗ concentration distri-

bution (left half of each image) and the computed two-dimensional heat release rate

(right half) for two of the flames from sequence A (40% CH4, 60% N2, coflow velocity

of 17 cm/s and fuel velocities of 25 and 50 cm/s). The two leftmost columns show

the microgravity results, while the two rightmost columns show the normal gravity

ones.
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Figure 6.13: Comparison between normalized two-dimensional CH∗ concentration
(left half) and computed two-dimensional heat release rate (right half) for two of
the flames from sequence A (40% CH4, 60% N2, coflow velocity of 17 cm/s and fuel
velocities of 25 and 50 cm/s). Microgravity and normal gravity results are shown in
the two leftmost and the two rightmost images, respectively.

Like the integrated quantities analyzed previously, the spatial correspondence be-

tween the CH∗ distribution and heat release rate was seen to be satisfactory; despite

minor differences in the flames liftoff heights and lengths, the CH∗ and heat release

rate spatial distributions were seen to be similar and both followed the position of

the flame front. On the other hand, the gradients and intensity distributions of the

two quantities did not match. Figure 6.14 plots the normalized radially integrated

counts of the two aforementioned quantities as functions of an axial coordinate for

a representative SLICE flame from sequence A (40% CH4, 60% N2, coflow velocity

of 17 cm/s, fuel velocity of 25 cm/s.) The plotted profiles were axially shifted with

respect to each other to account for the differences in liftoff heights using as a marker

the peak values of the measured CH∗ and the computed CH. Because of the shift-

ing, the origin of the horizontal axis is no longer representative of the burner surface.

The comparison between the axial distribution of CH∗ (Fig. 6.14a) and heat release
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rate (Fig. 6.14c) confirmed that the CH∗ does not adequately reproduce the spatial

gradients, at least in the upstream region close to the flame base.
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Figure 6.14: (a) Radially integrated CH∗, (b) radially integrated CH, and (c) radially
integrated heat release rate of a representative SLICE flame from sequence A (40%
CH4, 60% N2, coflow velocity of 17 cm/s, fuel velocity of 25 cm/s.) Solid lines identify
microgravity results, while dashed lines identify normal gravity ones. Each curve is
normalized with respect to its maximum.

Takahashi and Katta [119] suggested that the CH∗ chemiluminescence would re-

produce the heat release rate gradients if the contribution of the CH∗-related path-

ways remained the same throughout the flame zone. However, the flame structure

in the peak reactivity spot at the flame base and in the trailing diffusion flame was

different. In the former, the main contribution to the heat release rate came from

enhanced formaldehyde production (CH3 +O → CH2O+H), because of the fuel-air

premixing around the flame base.
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Finally, Fig. 6.15 shows the peak values of the simulated two-dimensional heat

release rate, for the three micro- and normal gravity flame sequences from Table 1.
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Figure 6.15: Variation of the computed peak heat release rate for the flame sequences
A, B, and C of Table 6.1. The coflow and fuel velocities are summarized in each
plot.

The similarities with the peak CH∗ concentration plot of Fig. 10 are evident;

the peak heat release rate of the highly diluted flames of sequence A seemed to be

relatively insensitive to any variation of fuel velocity, while the less diluted flames of

sequences B and C displayed peak values that are functions of fuel flow and coflow,

respectively. Similar to what was observed between integrated CH∗ concentration

and integrated heat release rate, in laminar coflow diffusion flames, the peak CH∗

concentration can be a marker for the variation of the peak heat release rate.
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6.6 Conclusions

A simple diagnostic based on the use of a DSLR camera has been demonstrated

to extract quantitative CH∗ concentration information from the publicly available

microgravity and normal gravity SLICE nitrogen-diluted methane laminar coflow

diffusion flames, and the results have been compared with numerical simulations to

investigate the correlation between CH∗ chemiluminescence and flame heat release

rate. The spectral characterization of the RGB camera’s detector allowed the blue

channel signal to be considered representative of the CH∗ emission around 431 nm,

while the analysis of the spectral emission of a reference nitrogen-diluted methane

laminar coflow diffusion flame accounted for the contribution of chemiluminescence

from emitting species other than CH∗. An Abel deconvolution was used to reconstruct

the two-dimensional CH∗ distribution from the line-of-sight emission, and a heated

SiC fiber served as an absolute light calibration source. Previous quantitative CH∗

measurements were used to verify the validity of the approach introduced in this

work, and it was found that the uncertainty in the SiC fiber temperature evaluation

could result in a ∼ 40% CH∗ concentration uncertainty.

The SLICE flames results showed that, if the contribution from soot emission is

properly accounted for, the integrated absolute CH∗ concentration in a cross section

scales proportionally to the computed integrated flame heat release rate. For the

flames considered here, and regardless of the gravity level, no major differences in

peak CH∗ concentration could be noted and the dependence of the peak CH∗ con-

centration on the flow conditions was seen to mimic the behavior of the peak heat

release rate. The two-dimensional CH∗ concentration was shown to satisfactorily

follow the computed heat release rates spatial distribution, but without reproducing

the variation in spatial intensities and gradients, particularly close to the flame base.
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Chapter 7

Nitrogen-diluted methane flames

under moderate pressure

This chapter presents work done with nitrogen-diluted methane flames to study

the influence that pressure, as well as fuel dilution, has on flame temperature and soot

formation. Specifically, the experimental work shown here served as a complement

and validation for numerical investigations performed in Professor Smooke’s research

lab. Numerical models, when applied to the simulation of diluted diffusion flames,

still show some shortcomings, while the modeling of soot growth and evolution is still

not fully understood. This combined experimental and numerical work, then, would

provide experimental evidence and facilitate the refinement of numerical codes when

applied to diluted and sooty flames [8].

Pressure plays a big role in affecting flame structure and flame chemistry, and

an understanding of its influence can have positive implications in the design of

practical combustion systems (which generally operate at pressures higher than am-

bient) [120–122]. Pressure influences combustion processes by favoring pressure-

dependent third-body reactions and by modifying reaction rates that are weakly

dependent on temperature. Additionally, higher pressure changes the gas density
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and the diffusion coefficients, leading to variations in flame structure, flame length,

and lift-off height [123,124]. Similar to pressure, variations in fuel dilution also affect

diffusion flames. Adding an inert gas to the fuel mixture changes the flame tem-

perature, concentrations and reaction rates of species. Typically, an increase in fuel

dilution will result in a lower total heat release rate and a lower temperature which,

in turn, will further change the velocity field, species concentration, flame structure,

and sooting behavior of a flame [125, 126]. In the following sections, the behavior

and sooting characteristic of several nitrogen-diluted methane flames will be studied

as a function of pressure and fuel dilution, and experimental observations will be

compared with numerical predictions.

7.1 Experimental setup

The nitrogen-diluted diffusion methane flames considered in this chapter were lit

on a coflow burner (4 mm I.D. for the fuel tube, 50 mm coflow diameter, with a 0.25”

thick, 1/32” cell honeycomb on the burner outlet used as a flow straightener), placed

in a 44.2 liters cylindrical pressure chamber. Four different fuel/nitrogen dilutions

were considered for the fuel stream (50%, 55%, 60%, and 65% methane, by volume,

with nitrogen balance); for each dilution, flame images were taken in the range of

pressure from 1.0 to 2.7 atm, with 0.1 atm increments. Both coflow and fuel flow

rates were controlled with mass flow controllers and set so that the fuel and oxidizer

average velocities were equal to 35 cm/s, as measured at atmospheric pressure. The

mass flow rates were kept constant but, because of the increase in pressure, the

volumetric flow rates (thus the average flow velocity) decreased as a function of the

pressure (see Fig. 7.1).
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Figure 7.1: Decrease of average flow velocity as a function of increasing chamber
pressure.

The variations in flame structure that could be observed as the pressure increased,

and that are discussed in Section 7.2, were caused by a combination of pressure

related changes and volumetric flow rate decrease. The pressure inside the chamber

was monitored with an analog pressure transducer, while the pressure drop across the

chamber exhaust was adjusted with a mechanical needle valve; the absolute pressure

reading was believed to be accurate within ± 0.01 atm.

Flame images were taken with a DSLR Nikon D300s color camera paired with a

85 mm Nikkor lens (f -number 8) through one of the pressure chamber quartz optical

accesses; a 1 mm thick Schott BG7 color filter was added to the optical setup to

account for the red emission of soot and balance the RGB response of the detector.

For each pressure value, a flame image was obtained by averaging five acquisitions, and

the camera exposure was adjusted to optimize the use of the detector’s dynamic range.

The camera’s raw data were decoded using algorithms from the open-source code

dcraw [78]. For each RGB color channel of the image, the flame radial intensity profiles
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were obtained using an Abel deconvolution and, thanks to a spectral characterization

of the detector, the two-dimensional soot temperature was determined employing two-

color ratio pyrometry (see Section 2.2.1). Finally, an S-type thermocouple was used as

an absolute light calibration source for the evaluation of the soot volume fraction (see

Section 2.2.5). Nitrogen-diluted methane flames are generally free of soot, especially

for dilutions lower than 65%; however, at high pressure soot formation is favored and

pyrometry techniques, that are generally relegated to heavily sooty ethylene flames,

can be successfully applied to measure soot temperature.

7.2 Results and discussion

Figures 7.2 to 7.5 (top) show the line-of-sight flame luminosity (from the camera’s

green channel) for the four considered fuel dilutions, as a function of the chamber

pressure. For each pressure value, only one half of the flame is displayed and their

values are normalized with respect to each flame’s maximum pixel count. The labels

at the bottom of each flame identify the chamber’s pressure value, in atm. Figures 7.2

to 7.5 (center) show the soot temperature pyrometry results, in Kelvin, as a function

of the chamber pressure, while Figs. 7.2 to 7.5 (bottom) show the soot volume

fraction results, as determined from the pyrometry temperature measurements and

the absolute light calibration.
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Figure 7.2: (Top) Normalized flame luminosity, (center) soot temperature, in Kelvin,
and (bottom) soot volume fraction for the 50% methane flame as a function of pressure
(in atm).
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Figure 7.3: (Top) Normalized flame luminosity, (center) soot temperature, in Kelvin,
and (bottom) soot volume fraction for the 55% methane flame as a function of pressure
(in atm).
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Figure 7.4: (Top) Normalized flame luminosity, (center) soot temperature, in Kelvin,
and (bottom) soot volume fraction for the 60% methane flame as a function of pressure
(in atm).
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Figure 7.5: (Top) Normalized flame luminosity, (center) soot temperature, in Kelvin,
and (bottom) soot volume fraction for the 65% methane flame as a function of pressure
(in atm).
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The soot pyrometry technique relies on the assumption that all the collected lumi-

nosity comes from soot emission; when the soot emission is faint, contributions from

CH∗ and CO2 chemiluminescence will introduce an unwanted background and there-

fore alter the color ratios. To try to account for this offset, a subtraction similar

to the one introduced in Section 6.4 was applied to all the cases where the flame

wing chemiluminescence intensity was greater than ∼10% of the maximum image

counts (when considering the green channel); specifically, the red and green images

were subtracted by a properly scaled blue image. The intensity of the blue chan-

nel, because of the spectral emission of CH∗ and CO2, and the characteristics of the

blue filter transmissivity, was in fact considered a good marker for the chemilumines-

cence. The scaling factor was determined by dividing the maxima between red/blue

and green/blue channels at the flame base, where it is known that all the luminosity

comes from chemiluminescence since no soot is present. The subtraction was applied

to the following cases:

• 50% flame: measurements at pressure lower than 2.4 atm.

• 55% flame: measurements at pressure lower than 2.1 atm.

• 60% flame: measurements at pressure lower than 1.8 atm.

• 65% flame: measurements at pressure lower than 1.6 atm.

Figures 7.6 to 7.9 show the updated soot temperature (top) and volume fraction

results (bottom) after the chemiluminescence subtraction was implemented. The

chemiluminescence subtraction had the effect of returning results with lower temper-

ature and slightly higher volume fractions. Generally, in color ratio pyrometry the

temperature is obtained by averaging the results from the three available color ra-

tios; in this case, however, only the red/green pair was considered due to the applied

correction.
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Figure 7.6: (Top) Soot temperature, in Kelvin, and (bottom) soot volume fraction
for the CH∗-subtracted 50% methane flame as a function of pressure (in atm).

186



1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7

55 % methane

H
A

B
 [m

m
]

0

5

10

15

20

25

30

1500 1600 1700 1800 1900 2000 2100 2200 2300 2400

1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7

55 % methane - soot volume fraction

H
A

B
 [m

m
]

0

5

10

15

20

25

30

×10-7
0 0.5 1 1.5 2 2.5 3

Figure 7.7: (Top) Soot temperature, in Kelvin, and (bottom) soot volume fraction
for the CH∗-subtracted 55% methane flame as a function of pressure (in atm).
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Figure 7.8: (Top) Soot temperature, in Kelvin, and (bottom) soot volume fraction
for the CH∗-subtracted 60% methane flame as a function of pressure (in atm).
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Figure 7.9: (Top) Soot temperature, in Kelvin, and (bottom) soot volume fraction
for the CH∗-subtracted 65% methane flame as a function of pressure (in atm).

As discussed in the opening of this chapter, the influence that pressure has on the

structure and characteristics of diffusion flames is clearly visible in the previous re-

sults. Specifically:

• Lift off height: the lift off height decreases with increasing pressure and decreas-

ing velocity. The coflow and fuel flows are controlled with mass flow controllers,

which keep the mass flow rate constant. Since ṁ = ρvA, an increase in P (thus

an increase in ρ) will have the effect of decreasing the axial velocity v, in order

to keep ṁ constant. The lift off height is also determined by a balance between
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flow velocity (which is proportional to ∝ P−1) and laminar flame speed (which

is proportional to ∝ P−0.4 [8]). When pressure is increased, the axial velocity

will decrease faster than the flame speed, reducing therefore the lift off height.

• Flame length: after the flames become attached, the flame length remains rel-

atively constant. The theoretical length of diffusion flames is proportional to

∝ 1
ρD

[127], where D is the diffusion coefficient. Since ρ ∝ P , and D ∝ P−1,

the net effect will be null. The flame length, being proportional to the flow

rate, increases as the nitrogen concentration is reduced because the net CH4

flow rate increases.

• Peak centerline flame temperature: the peak centerline temperature decreases

with the dilution, as a consequence of reduced flame reactivity, but it is relatively

insensitive to pressure.

• Peak soot volume fraction: the peak soot volume fraction increases with the

fuel concentration and with pressure. Since the axial velocity v is proportional

to ∝ P−1, the increased residence times will favor soot growth.

Figures 7.10 and 7.11 summarize the peak centerline temperature and peak soot vol-

ume fraction, respectively, for the four considered flames (after the chemiluminescence

contribution was subtracted). The experimental values were determined by averaging

over an interrogation region close to the centerline, where the signals were relatively

constant and where the artificial noise introduced by the Abel inversion was not too

large. Figures 7.12 and 7.13 show, instead, the numerically-derived peak centerline

flame temperature and soot volume fraction, respectively. The results were taken

from [8] and are part of a numerical investigation focused on the study of the ac-

curacy of simulations applied to nitrogen-diluted methane flames under pressure. In

the temperature results of Fig. 7.12, the solid lines refer to numerical results that
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include a soot model (that accounts for the formation and growth of soot as well as

its radiative heat transfer), while the dashed lines refer to results that do not.
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Pressure [atm]
1 1.5 2 2.5 3

S
o

o
t 

v
o

lu
m

e
 f

ra
c
ti
o

n

×10-7

0

1

2

3

4

5

6

7

65% methane
60% methane
55% methane
50% methane

Figure 7.11: Peak centerline soot volume fraction for the four tested nitrogen-diluted
methane flames as a function of pressure.
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Figure 5.16: (a) Effects of pressure on maximum flame temperature. (b) Effects of pressure
on maximum flame temperature along the centerline. Solid lines are simulation results with
the soot model included, while dashed lines are simulation results without the soot model.

fuel dilution is increased. The dashed lines, on the other hand, increase monotonically with

pressure and thus differ intrinsically from the solid lines. This observation is very impor-

tant, because it indicates that while it has a negligible effect on peak temperature Tmax,

including a soot model can significantly affect the temperature profiles along the centerline

and, consequently, affect the flame structure.

5.6 Summary and concluding remarks

In this chapter, we have conducted a combined computational and experimental investi-

gation to characterize the influences of pressure and fuel stream dilution on the structure,
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Figure 5.15: (a) Peak soot volume fraction fv,max of the 50% CH4, 55% CH4, 60% CH4 and
65% CH4 flames as a function of pressure. (b)Peak soot volume fraction along the centerline
fv,cl,max, normalized by the peak soot volume fraction of the whole computational domain
fv,max, as a function of pressure. The vertical scale in (b) does not begin at 0.

Fig. 5.16(b), we have plotted the maximum flame temperature along the centerline (i.e.,

TCL,max) of all the flames investigated. From this figure, we can immediately see that

TCL,max is always lower than Tmax, and their difference increases as pressure or CH4 con-

centration increases. Furthermore, adding diluent to the fuel stream can effectively lower

TCL,max, and the reduction in TCL,max becomes smaller as pressure increases. This trend is

consistent with those observed in [LiThGuSm06] [ChGuGr14] and is caused by the decrease

in the chemical activity of the flame. Compared with dilution, the effect of pressure on

TCL,max is no longer monotonic. Specifically, TCL,max will first increase and then decrease

with increasing pressure, and the critical point will move toward higher pressure when the
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Figure 7.12: Computed peak centerline soot temperature, in Kelvin, for the four
nitrogen-diluted methane flames as a function of pressure. Solid lines refer to results
that include a soot model.
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Figure 5.15: (a) Peak soot volume fraction fv,max of the 50% CH4, 55% CH4, 60% CH4 and
65% CH4 flames as a function of pressure. (b)Peak soot volume fraction along the centerline
fv,cl,max, normalized by the peak soot volume fraction of the whole computational domain
fv,max, as a function of pressure. The vertical scale in (b) does not begin at 0.

Fig. 5.16(b), we have plotted the maximum flame temperature along the centerline (i.e.,

TCL,max) of all the flames investigated. From this figure, we can immediately see that

TCL,max is always lower than Tmax, and their difference increases as pressure or CH4 con-

centration increases. Furthermore, adding diluent to the fuel stream can effectively lower

TCL,max, and the reduction in TCL,max becomes smaller as pressure increases. This trend is

consistent with those observed in [LiThGuSm06] [ChGuGr14] and is caused by the decrease

in the chemical activity of the flame. Compared with dilution, the effect of pressure on

TCL,max is no longer monotonic. Specifically, TCL,max will first increase and then decrease

with increasing pressure, and the critical point will move toward higher pressure when the
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Figure 5.16: (a) Effects of pressure on maximum flame temperature. (b) Effects of pressure
on maximum flame temperature along the centerline. Solid lines are simulation results with
the soot model included, while dashed lines are simulation results without the soot model.

fuel dilution is increased. The dashed lines, on the other hand, increase monotonically with

pressure and thus differ intrinsically from the solid lines. This observation is very impor-

tant, because it indicates that while it has a negligible effect on peak temperature Tmax,

including a soot model can significantly affect the temperature profiles along the centerline

and, consequently, affect the flame structure.

5.6 Summary and concluding remarks

In this chapter, we have conducted a combined computational and experimental investi-

gation to characterize the influences of pressure and fuel stream dilution on the structure,
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Figure 7.13: Computed peak centerline soot volume fraction for the four nitrogen-
diluted methane flames as a function of pressure.

The predicted centerline temperature shown in Fig. 7.12 is relatively insensitive to

pressure with values varying between ∼1890 and 1920 K. The measured results (Fig.

7.10) confirm the simulations and range, depending on the fuel dilution, between
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∼1880 and 1940 K. The computed peak soot volume fractions (Fig. 7.13) agree

reasonably well with the measurements (Fig. 7.11), both in the trends and absolute

values. The numerical and experimental results obtained for the 65% methane flame

are very close for pressure greater than 2 atm, but diverge at lower pressures where the

optical techniques does not have enough sensitivity. Additionally, it is important to

note that the temperature and soot volume fraction evaluations relied on assumptions

regarding the soot spectral properties. The soot spectral emission was assumed to

be proportional to λ−1.38 [13], a value that was shown to be not very accurate when

applied to the “young” soot that characterizes the flames discussed in this chapter [14,

15]. For this same reason, during the evaluation of the peak centerline temperature,

the value was estimated closer to the tip of the flame, rather than the base, since

the higher temperature seen at the base is known to be a consequence of inaccurate

soot properties [14,15]. Moreover, in these flames the soot concentration is relatively

low and temperature losses due to radiation can be considered negligible. The soot

temperature is therefore expected to be relatively insensitive to the increasing pressure

(i.e. soot load). Because of these considerations, in Fig. 7.10 only a subset of

temperature values are plotted, since cases with negligible soot concentration were

considered too inaccurate.
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Chapter 8

Demosaicing algorithms for the

improvement of spatial resolution

and accuracy in color ratio

pyrometry

Soot color ratio pyrometry is a quantitative diagnostic technique capable of mea-

suring in-flame soot temperature that has found numerous applications in recent years

due to its relative simplicity and the fact that inexpensive consumer color cameras

can be used as imaging pyrometers [68]. Temperature information can be retrieved

by measuring the incandescence from soot and, when the spectral responses of the

red, green and blue (RGB) channels of a color filter array (CFA) are measured, and

the spectral emissivity of the emitting bodies is known, signal ratios can be calcu-

lated as a function of the emitting body temperature (see [10–12, 128] and Section

2.2.1). Since the number of colors filters on a CFA is lower than the total number of

pixels (as shown in Fig. 8.1), an interpolation can be implemented to evaluate the

“missing” colors from the available ones; this process is know as demosaicing. In past
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pyrometry works [12, 68], the raw images have always been separated into the three

RGB channels without any demosaicing, thus halving the spatial resolution, and it

was assumed that each color filter in every 2x2 RGGB pixel cluster sampled the same

spatial location. This assumption holds as long as the detector’s pixel density, or

the image magnification, is sufficiently high. However, during the characterization

of the color camera selected for the NASA Advanced Combustion via Microgravity

Experiment (ACME) campaign (see Chapter 9) it was seen that, due to the detec-

tor characteristics and relatively low image magnification, spatial gradients where not

correctly reproduced yielding unrealistic soot temperature values in proximity of steep

gradients. This chapter shows how the implementation of demosaicing algorithms,

while maintaining the original image resolution, helps returning more accurate and

realistic soot temperature values.

8.1 Demosaicing algorithms

As previously mentioned, a demosaicing algorithm interpolates a raw image to

assign a RGB value to every pixel. The overall process is summarized in Fig. 8.1

where the image recorded through the Bayer-patterned CFA is decoded into the three

colors, and then interpolated to obtain full-resolution RGB images.

Figure 8.1: Sequence to convert a raw image into a demosaiced one (image courtesy
of skyandtelescope.com).
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Several algorithms and different strategies have been developed to deal with demo-

saicing: bilinear/cubic, hue-based, gradient-based, as well as adaptive/iterative inter-

polations [129–132]. In this chapter we focused and tested two approaches, namely

the Bilinear interpolation [129] and the Malvar algorithm [133]. The former is the

one with the simplest implementation; it spans at most a 4-pixel stencil, it is not

computationally expensive, but can generate artifacts, especially along edges, or high-

frequency structures. Figure 8.2 shows a general frame of reference to identify the

spatial coordinates of pixels on a detector’s CCD and it is used to help formulating

the algorithms behind demosaicing.
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Figure 8.2: General pixel coordinates used for the formulation of demosaicing algo-
rithms.

With reference to Fig. 8.2, at the location of a blue pixel with coordinate (i, j), the

green and red values Gi,j and Ri,j are computed in the bilinear interpolation as in

Eqs. 8.1 and 8.2:

Gi,j =
Gi−1,j +Gi,j−1 +Gi,j+1 +Gi+1,j

4
(8.1)

Ri,j =
Ri−1,j−1 +Ri−1,j+1 +Ri+1,j−1 +Ri+1,j+1

4
. (8.2)

When the location (i, j) falls on a green pixel (and on a row with alternating green

and blue), Ri,j and Bi,j are reconstructed considering only the two neighboring pixels,

196



as in Eqs. 8.3 and 8.4.

Ri,j =
Ri,j−1 +Ri,j+1

2
(8.3)

Bi,j =
Bi−1,j +Bi+1,j

2
. (8.4)

The Malvar algorithm operates over a larger 9 or 11-pixel stencil, it is a gradient-

corrected approach and, unlike the previous method, it evaluates a pixel value con-

sidering information from all the available colors. With reference to Fig. 8.2, at the

red and blue pixel locations with coordinate (i, j), Gi,j is computed using Eqs. 8.5

and 8.6, respectively:

Gi,j = GBL
i,j + α∆Ri,j = GBL

i,j + α

(
Ri,j −

Ri,j−2 +Ri,j+2 +Ri−2,j +Ri+2,j

4

)
(8.5)

Gi,j = GBL
i,j + γ∆Bi,j = GBL

i,j + γ

(
Bi,j −

Bi,j−2 +Bi,j+2 +Bi−2,j +Bi+2,j

4

)
. (8.6)

Where the superscript BL means that the value GBL
i,j is “predicted” with an initial

bilinear interpolation. ∆Xi,j is the gradient of color X at the location (i, j) that

corrects the bilinear prediction, and α and γ are “gain parameters” that control the

intensity of the correction. For evaluating Ri,j at the location of a green and blue

pixel, Eqs. 8.7 and 8.8 are used:

Ri,j = RBL
i,j + β∆Gi,j (8.7)

Ri,j = RBL
i,j + γ∆Bi,j. (8.8)

Here, β and γ are the gain parameters for the gradients ∆Gi,j and ∆Bi,j, respec-

tively. The derivation of Bi,j uses similar formulas and the details of the spatial

filters used for the 2D interpolations (i.e. ∆Gi,j, ∆Bi,j, etc), as well as the values for

the recommended gains α, β, and γ, can be found in [133].

197



8.2 Experimental setup

The effectiveness of demosaicing algorithms in improving ratio pyrometry results

was tested in a sooty axisymmetric ethylene coflow diffusion flame (100% C2H4, 35

cm/s average velocity for the fuel mixture and coflow). To mimic conditions that

will be encountered during the microgravity ACME campaign, the aforementioned

reference flame was stabilized on the ACME coflow burner (fuel tube with a 2 mm

I.D., coflow with a 25.4 mm I.D. - see Chapter 9), and images were acquired with the

following two cameras:

• Nikon D300s, coupled to a 50 mm Nikkor lens: CMOS sensor, 4288 by 2848 pix-

els, 23.6 x 15.8 mm2 sensor size, 14 bit A/D converter. Used in past pyrometry

works [12,22,68].

• Prosilica GC1380-CH, coupled to a Navitar Zoom lens: CCD progressive sensor,

1360 x 1024 pixels, 8.77 x 6.60 mm2 sensor size, 12 bit A/D converter. Selected

for the ACME campaign [77].

The result obtained with the Nikon was considered here as a reference, and a high

magnification was used for the raw image (∼128 pixel/mm). Flame images were taken

through a 1 mm thick BG7 Schott filter to mitigate the strong red emission of soot and

balance the response of the three color channels. The Prosilica images were collected

using the color filter and magnification that characterize the ACME imaging system

(2 mm thick, coated BG7 Schott filter, raw image magnification of ∼44 pixel/mm).

Each flame image was the result of an average over four acquisitions. The average

raw image was decoded with no demosaicing into the three color channels using the

image processing software OMA [50]. For the case of the Prosilica, an additional

demosaicing using the bilinear interpolation and Malvar algorithm was done as well.

The RGB images were finally Abel inverted to obtain the cross sectional intensities

from the path-integrated luminosities, and pairs of color ratios were used with lookup
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tables appropriate for each detection system to determine the soot temperature.

8.3 Results

Figure 8.3a shows the soot temperature of the reference ethylene flame evaluated

with the Nikon camera; the spatial resolution of the result is reported at the base of

the image, and the figure has been cropped to highlight only the sooty region, where

temperature information is available (therefore the axial coordinate does not strictly

represent the height above the burner). Figure 8.3b shows the normalized intensity of

the Nikon Abel-inverted green channel’s radial gradients. When the temperature is

evaluated along the flame wings, where the steepest gradients are located, ratios taken

between color pixels that belong to different columns, thus different radial locations,

can return inaccurate results (note that the high gradient values close to the flame

centerline are caused by the artificial noise introduced by the Abel inversion). To

account for this, instead of decoding the green channel by averaging the values of

the two diagonally-placed green pixels in each RGGB cluster, as it is generally done

when no demosaicing is implemented, the reference temperature shown in Fig. 8.3a

was computed using the B/G∗ and G+/R pairs, where the symbols ∗ and + identify

the green pixels located in a blue pixel column, and red pixel column, respectively.

Due to the spectral transmissivity of the 2 mm BG filter, the Prosilica’s red channel

suffered of very poor signal-to-noise ratio, and the lookup table pertaining the G/R

ratio flattened for temperatures larger than ∼2500 K. Even though soot never reaches

those values, noise-induced fluctuations of the G/R ratio returned unrealistically high

temperatures. For this reason, only the B/G ratio was considered for the temperature

evaluation with the Prosilica.
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Figure 8.3: (a) Soot temperature, in Kelvin, for the reference C2H4 flame evaluated
with the Nikon D300s, and (b) normalized radial gradients intensity. Soot tempera-
ture evaluated considering the (c) B/G and (d) B/G∗ ratios with the Prosilica. Soot
temperature evaluated after implementation of (e) bilinear interpolation and (f) Mal-
var algorithm.

Figures 8.3c and 8.3d show the soot temperature maps for the reference ethy-

lene flame measured using the Prosilica’s B/G ratio (where diagonally-placed green

pixels are averaged) and B/G∗ ratio (where only green pixels in blue columns are

considered), respectively. The result obtained considering the B/G ratio showed an

unrealistically low temperature region, close to the flame edge, that is not present in

the reference result (Fig. 8.3a); the temperature is expected to increase towards the

flame edge, where the flame front is located. The temperature obtained considering

only the green values located on a blue column (Fig. 8.3d) returned a more realistic

distribution that also mimicked more closely the distribution of the high-resolution

reference result (Fig. 8.3a). The differences in absolute temperature, between the

Nikon and Prosilica results, can be attributed to the implementation of different

lookup tables (which are determined by the spectral responses of the detectors and

transmissivities of the BG filters).
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The alteration of the radial gradients that can happen when the green channel is

decoded by averaging the two pixels of the RGGB cluster is larger if the image mag-

nification is low. For these cases, considering pairs of colors by column, rather than

by clusters, can improve the accuracy since no radial smoothing is introduced (as can

be seen by comparing Fig. 8.3c and 8.3d).

Figures 8.3e and 8.3f show the temperature maps obtained from color channels that

have been demosaiced with the bilinear interpolation and Malvar algorithm, respec-

tively. The results obtained from the demosaiced data closely resemble both Fig. 8.3d

and the reference temperature, with a distribution that does not show the unrealistic

low temperature region along the flame wings.

As a way to assess the fidelity of the demosaiced data, Figs. 8.4a and 8.4b compare

the ratios between the non-demosaiced Prosilica-derived temperature (Fig. 8.3d) and

the bilinear and Malvar results, respectively. As seen in Eqs. 8.1 to 8.8, the inter-

polating algorithms span over several pixels, both axially and radially; despite this,

the “demosaiced temperatures” agree reasonably well with the one obtained from

the B/G∗ ratio. In Figs. 8.4a and 8.4b, the white region identifies pixels where the

difference is within ± 2%; the main discrepancy is observed only along the very edge

of the flame, where the difference approaches ∼6%. Given the test flame considered

here and the imaging system’s characteristics, no significant differences in the evalu-

ated temperature could be observed when implementing either the bilinear or Malvar

algorithms.
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Figure 8.4: Ratios between non-demosaiced and demosaiced Prosilica temperature
results: (a) bilinear interpolation and (b) Malvar algorithm.

The demosaiced results, in addition to having a resolution equal to the raw image,

were seen to have lower noise than for the non-demosaiced case. Figures 8.5a, 8.5b,

and 8.5c show the signal-to-noise ratio (SNR) maps of the temperature results pre-

sented in Figs. 8.3d, 8.3e, and 8.3f, respectively. The SNR has been evaluated accord-

ing to the procedure introduced in Section 4.4: an initial two-dimensional Gaussian

smoothing was done to the image over an area with a 1/e2 full width of 10 pixels;

then, in a two-dimensional 5 by 5 pixel sub-interrogation region centered around each

pixel, the SNR was calculated by dividing the average value of the sub-interrogation

region by the root mean square of the difference between the region intensity and the

“average” surface obtained with the initial smoothing. The demosaiced images’ SNR

(Figs. 8.5b and 8.5c) was higher than the respective non-demosaiced one (Fig. 8.5a);

to reconstruct a color, the demosaicing algorithms used averaged information from

more than one pixel, smoothing out pixel-to-pixel noise. In the bilinear interpolation,

a color is evaluated considering at least 2 neighboring pixels; the Malvar approach,
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instead, interpolates a pixel considering at least 9 neighboring values, thus the higher

SNR.
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Figure 8.5: Temperature maps’ SNR, calculated with the Prosilica. (a) non-
demosaiced result, (b) bilinear interpolation, and (c) Malvar algorithm.

Demosaicing applied to Abel-inverted blue images

The loss of spatial resolution that happens when no demosaicing is implemented

can be detrimental when the features of interest are very narrow, as is the case with the

Abel-inverted blue profiles that are used as marker for the CH∗ chemiluminescence

(see Chapter 6). Figures 8.6a, 8.7a, and 8.8a show the normalized Abel-inverted

blue profiles from an ACME nitrogen-diluted methane flame (60% CH4, 40% N2,

30 cm/s for fuel mixture and coflow, lit on the ACME CLD flame burner), collected

using increasingly smaller raw image magnifications (44, 34, and 20 pixel/mm). Since

these highly-diluted flames are predominantly blue, and no soot is present, images

were taken without the BG color filter. The maximum magnification of the ACME

imaging system (∼44 pixel/mm) is expected to be used for the majority of the flame
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acquisitions; however, highly diluted cases, that are not sustained in normal gravity,

may be lifted and may require different zoom settings (i.e. lower magnification).

As expected, the profiles tend to become noisier and less resolved as the magnifi-

cation is lowered. Figures 8.6b, 8.7b, and 8.8b, and Figs. 8.6c, 8.7c, and 8.8c show

the result of the implementation of the bilinear interpolation and Malvar algorithm,

respectively. The white dashed line in Fig. 8.6a identifies the section chosen to plot

the results displayed in Fig. 8.9.
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Figure 8.6: Abel-inverted blue profiles collected with the Prosilica and with a raw
image magnification of 44 pixel/mm: (a) non demosaiced result, (b) bilinear interpo-
lation, and (c) Malvar algorithm. The white dashed line identifies the section chosen
to plot the results of Fig. 8.9.
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Figure 8.7: Abel-inverted blue profiles collected with the Prosilica and with a raw
image magnification of 34 pixel/mm: (a) non demosaiced result, (b) bilinear interpo-
lation, and (c) Malvar algorithm.
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Figure 8.8: Abel-inverted blue profiles collected with the Prosilica and with a raw
image magnification of 20 pixel/mm: (a) non demosaiced result, (b) bilinear interpo-
lation, and (c) Malvar algorithm.
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Naturally, the interpolated results were seen to improve the spatial resolution but,

unlike the soot temperature measurements shown previously, the bilinear and Malvar

interpolations displayed evident differences; in particular, the Malvar results were

characterized by a striped pattern (clearly visible in Fig. 8.8c). Section 8.1 showed

how, in order to reconstruct a blue pixel value, the Malvar algorithm uses information

from the neighboring green and red pixels. In these kind of “blue” flames, however, the

red channel intensity is roughly ∼1/3 of the blue one, and a more correct interpolation

of the blue pixels would probably require different “gain parameters”.

Finally, Fig. 8.9 compares the normalized radial intensities, along the direction

defined by the white dashed line of Fig. 8.6a. Fig. 8.9a refers to the results in Fig.

8.6; Fig. 8.9b refers to the results in Fig. 8.7; Fig. 8.9c refers to the results in Fig.

8.8. The non-demosaiced profile with the highest resolution was taken as a reference,

and its peak value used as a normalization parameter for all the other profiles.
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Figure 8.9: Normalized radial intensities, along the direction identified by the dashed
line of Fig. 8.6a, of the Abel-inverted blue profiles shown in Figs. 8.6 to 8.8.

All the demosaiced data was seen to be consistent with the reference one. The

higher pixel density, however, translated in better SNR, particularly for the bilinearly-

interpolated results. The peak profile value returned by the bilinear interpolation was

within ∼3% of the reference one, whereas the one returned by the Malvar algorithm
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was within ∼6%.

8.4 Conclusions

The bilinear interpolation and the Malvar algorithm were tested as a way to

maintain the spatial resolution and gradients when color images, collected through a

Bayer-patterned CFA, are decoded into the RGB channels. Ratio techniques assume

that pixels measuring different colors sample the same spatial location but, when the

pixel density or the image magnification is low, this assumption is no longer valid and

color ratios evaluated in proximity of steep gradients might not be correctly repro-

duced. An ethylene flame was taken as a test case and the soot temperature measured

with color ratio pyrometry. A reference result was compared to a set that included

both demosaiced and non-demosaiced data obtained with a Prosilica CCD (selected

for the ACME experimental campaign). It was seen that by considering pairs of

color ratios by columns, rather than by RGGB clusters, radial temperature gradients

were reproduced more accurately; this approach was used to evaluate the reference

temperature result. The demosaicing algorithms were found to be less sensitive to

the presence of radial gradients and were able to return temperature distributions

that agreed with the reference one. They retained the spatial resolution of the raw

image while returning an improved SNR and, for the test case considered here, the

maximum temperature discrepancy was close to 6%.

Additionally, the bilinear interpolation was seen to be beneficial in improving the

spatial resolution and SNR when used for the evaluation of Abel-inverted blue profiles.

The Malvar algorithm, on the other hand, returned noisier results as a consequence

of a less-than-optimal interpolation gain parameter.
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Chapter 9

ACME experiments

The scope of this chapter is to summarize the preliminary evaluation, characteriza-

tion, and calibration work done on the NASA Advanced Combustion via Microgravity

Experiments (ACME) coflow laminar diffusion (CLD) flame burner and detector for

the upcoming combustion experiments to be performed on the International Space

Station (ISS) in 2017 [77]. In the following sections, the word “flight” will refer to

components that are going to be delivered and operated on the Space Station for the

microgravity experiments, while the word “ground” will refer to copies that will be

used for the normal gravity measurements.

9.1 Burner design

The ACME CLD burner was designed as an improvement over the previous SLICE

one [109] in an attempt to correct for some of the limitations that affected the latter.

In ACME, the coflow is controlled with a mass flow controller instead of an electric

fan, providing a more stable and accurate coflow velocity. The coflow is limited to a

co-annular region 25.4 mm in diameter with a flow straightener specifically designed

to provide a flat and steady velocity profile. The burner will be operated in the

Combustion Integrated Rack (CIR). The CIR is a sealed environment (volume of ∼
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80 liters) whose volume, depending on the result of preliminary tests, will be likely

filled with nitrogen at the beginning of every test run (on the ISS, air is a life-

supporting gas, therefore more valuable than nitrogen). Because of the initial inert

environment, an electric fan like the one used in SLICE would not be adequate for

providing oxidizer to the flame.

The first prototype of the ACME CLD burner designed at Yale, shown in Fig.

9.1, was a scaled-down version of the burner described in Section 2.1: the fuel tube

had an inner diameter of 2.16 mm, an outer diameter of 2.41 mm, and the coflow had

a inner diameter of 25.4 mm. The fuel tube length was such that the flow developed

a parabolic profile, while the coflow was designed to have a plug flow profile.
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Figure 9.1: Yale prototype of the ACME CLD burner.

To ensure a symmetric and flat velocity profile, the commonly used 0.79 mm (1/32”)

cell hexagonal honeycomb that was implemented as a flow straightener for the coflow

in the larger burner, was replaced by a 3.17 mm thick CNC machined brass plate with

0.79 mm holes placed in an axisymmetric arrangement (see Fig. 9.2). It was noticed

that, with this smaller burner, the symmetry of lifted flames was very sensitive to
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honeycomb imperfections and asymmetries. As a consequence of difficulties in cutting

a hole that was perfectly centered with respect to a honeycomb cell (to accommodate

the fuel tube), the machined plate option was tested and initially preferred over the

more conventional hexagonal honeycomb. Additionally, a sintered metal porous plate

was placed inside the coflow duct to introduce a pressure drop and obtain a velocity

distribution as flat as possible.

ACME	honeycomb	 Yale	honeycomb	

	 	
	

Figure 9.2: CNC-machined brass plate used to replace the conventional honeycomb
in the 25.4 mm (1”) coflow burner.

One drawback of the machined brass plate over the conventional honeycomb, was the

reduced ratio open area; for a nominal coflow rate, the outlet radial velocity profile

was characterized by small and discrete air jets that had a peak velocity higher than

the nominal one. To allow for the radial diffusion to decrease the axial velocity and

match the desired average flow velocity at the fuel tube outlet, the fuel tube itself

was set to protrude 3 mm above the coflow surface. Fig. 9.3 shows velocity profiles

measured at different heights above the coflow outlet, demonstrating how the coflow

profile flattens for heights above the burner (HAB) equal or greater than 3 mm (given

a nominal coflow velocity of 35 cm/s).
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Figure 9.3: Comparison between velocity profiles measured at different HAB.

The version of the CLD burner built by the NASA contractor (ZIN Technologies

Inc.) is shown in Fig. 9.4. Without considering the exterior appearance and dimen-

sions, which are irrelevant to the flow characteristics, the following modifications were

implemented with respect to the Yale prototype:

• Machined brass plate thickness reduced from 3.17 mm to 1.59 mm. Drilled holes

placed in a non-axisymmetric arrangment.

• Coflow diameter reduced from 25.4 mm to 25.0 mm.

• Sintered metal porous plate replaced with a 3D printed ceramic flow straightener

(for reasons related to material origin and certification).

Additionally, the flight and ground units were not exactly identical, because of minor

damages of the ceramic flow straightener, which resulted in the two burners behaving

differently (in terms of flow profiles and flames shapes).
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Figure 9.4: Version of the ACME CLD burner built by ZIN Technologies.

Influence of chamber filling

As mentioned, nitrogen will likely be used to purge the sealed CIR and it will be the

gas that will fill the chamber at the beginning of every test run; the oxidizer needed

to sustain the flames will be provided by the coflow. To simulate the CIR closed

environment, the ground experiments will be performed in a 44.2 liter cylindrical

pressure chamber. To understand if the initial chamber filling gas had any effect on

the flame structure, tests were done by placing the Yale prototype of the CLD burner

in the pressure chamber, and by monitoring flames lit with the chamber initially filled
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with either nitrogen or air. Specifically, images of a coflow ethylene flame (35 cm/s

velocity, for fuel mixture and coflow) were taken with a Nikon D70 camera and the the

peak flame luminosity, as well as the flame length, was measured as a function of time.

Figure 9.5 shows the temporal evolution of the normalized peak flame luminosity (Fig.

9.5 top - considered here as the peak red value, given the sooty nature of the flames)

and normalized flame length (Fig. 9.5 bottom) . The chamber had the needle valve

used to seal it completely open, thus avoiding any pressure increase over the 8 minute

acquisition time.
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Figure 9.5: Comparison between peak flame luminosity (top), and flame length (bot-
tom), for flames lit in an air-filled and nitrogen-filled pressure chamber.

By comparing the results obtained with the chamber initially filled with nitrogen or air

no noticeable differences could be seen and it was concluded that the N2 entrainment

induced by the coflow did not disrupt or modify the structure of the diffusion flame;

therefore, the normal gravity experiments could be accurately performed in an air-

based environment.
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9.2 CLD burner flow velocity profiles

The flow velocity profiles of the ACME CLD burner had to be characterized so that

they could meet the design specifications provided by the NASA Integrated Science

Requirement Document (ISRD) [135], in terms of symmetry and uniformity. Hot wire

anemometry was used to scan the burner and measure the flow profiles as a function

of flow rates and height above the burner. Figure 9.6 shows a top view of the CLD

burner with the colored arrows (blue, red, green, orange, defined as A, B, C, and D

in the following sections, respectively) identifying the hot wire scanning directions.

The teal arrow shows the ACME camera viewing direction.

ACME	CLD	burner	hot	wire	anemometry	measurements	-	12/26/16	
	

This	report	summarizes	the	results	of	the	hot	wire	anemometry	measurements	performed	on	the	revised	
version	of	the	flight	unit	of	the	ACME	CLD	burner	to	assess	the	symmetry	of	the	flow	profiles.	
• A	cold	flow	of	air	was	employed	for	the	coflow,	and	a	cold	flow	of	nitrogen	was	used	for	the	fuel	flow.	
• With	respect	to	the	following	figure,	the	arrows	identify	the	scanning	directions	followed	to	probe	the	

velocity	 profiles	 on	 the	 burner.	 With	 reference	 to	 the	 plots	 in	 the	 following	 pages,	 the	 scanning	
directions	are	labeled	and	colored	as	follows.	

• Direction	“A”	
• Direction	“B”	
• Direction	“C”	
• Direction	“D”	

	

	
	
	
	
	

ACME	CLD	burner	top	view	and	hot	wire	scanning	directions.	
	
• The	flow	velocity	was	measured	with	a	TSI	1212-T.15	90°	probe.	
• The	teal	arrow	identifies	the	camera	viewing	direction.	

	
The	 measurements	 were	 performed	 in	 accordance	 to	 the	 Integrated	 Science	 Requirements	 Document	
(ISRD),	and	listed	in	the	following.	
	
1.4.9:	 The	 burner	 shall	 have	 a	 uniform	 flow	 profile	 that	 is	 axisymmetric,	 i.e.,	 where	 the	 velocity	 is	
independent	of	the	angular	position,	especially	(at	radial	positions)	near	the	burner	center.	For	the	coflow	
burner,	axisymmetric	flow	means	that	the	variation	in	axial	velocity	with	angular	position	(e.g.,	as	measured	
in	1.4.11)	shall	be	less	than	10%	of	the	(mean)	velocity,	where	this	shall	hold	for	all	radial	positions	from	0	to	
10	mm.		

• ✔ verified	

1.4.11:	 The	 burner’s	 flow	 profile,	 across	 a	 plane	 orthogonal	 to	 the	 burner	 axis	 and	 within	 0.5	 mm	
downstream	of	the	inner	tube	outlet,	shall	be	well	documented.	The	spatial	uniformity	shall	be	verified	by	1g	
measurement	 of	 the	 velocity	 field	 using	 a	 cold	 flow	 (i.e.,	with	 no	 flame)	 simultaneously	 through	 both	 the	
annulus	and	the	inner	tube.	The	axial	velocity	shall	be	measured	across	a	diameter	of	30	mm	at	increments	
of	no	greater	than	5	mm,	especially	within	5	mm	of	the	burner	axis	where	the	increments	shall	be	no	greater	
than	1	mm.	Unless	otherwise	specified,	measurement	across	one	diameter	is	sufficient.	

• ✔	verified	
• The increments used were 0.25 mm, for both coflow and fuel tube regions.	
• Three heights above the burner outlet were scanned: 0.5 mm, 5 mm, and 10 mm.	

Figure 9.6: Top view of the ACME CLD burner with the hot wire scanning directions
identified by the blue, red, green, and orange arrows. The teal arrow identifies the
ACME camera viewing direction.

Among the requirements listed in the ISRD, the following were the ones that were

subject of investigations and whose results are reported in this thesis:

• 1.4.9: The burner shall have a uniform flow profile that is axisymmetric, i.e.,

where the velocity is independent of the angular position, especially (at radial

positions) near the burner center. For the coflow burner, axisymmetric flow

means that the variation in axial velocity with angular position (e.g., as mea-

sured in 1.4.11) shall be less than 10% of the (mean) velocity, where this shall
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hold for all radial positions from 0 to 10 mm.

The burner gas shall be ejected parallel to the chamber axis and without either

swirl (i.e., helically rotating flow) or turbulence (i.e., eddies). To be without

turbulence, the axial velocity at any position 0.5 mm downstream of the burner

(e.g., as measured in 1.4.11) shall be constant with time within 3% (i.e., of the

time-averaged value).

• 1.4.11: The burners flow profile, across a plane orthogonal to the burner axis

and within 0.5 mm downstream of the inner tube outlet, shall be well doc-

umented. The spatial uniformity shall be verified by 1g measurement of the

velocity field using a cold flow (i.e., with no flame) simultaneously through

both the annulus and the inner tube. The axial velocity shall be measured

across a diameter of 30 mm at increments of no greater than 5 mm, especially

within 5 mm of the burner axis where the increments shall be no greater than 1

mm. Unless otherwise specified, measurement across one diameter is sufficient.

• 1.4.11.1: The flow profile shall be measured for a range of flow velocities in 10

cm/s increments from 20 to 50 cm/s where the inner tube and annulus velocities

are matched.

• 1.4.11.2: For the case of matched velocities at 10 cm/s, the flow profile shall

be measured for at least four diameters (as just described) at increments of no

greater than 45 degrees.

• 1.4.11.3: The flow profile shall also be measured where the inner tube and

annulus (i.e., outer tube) velocities are not matched for the following 11 velocity

pairs: 0:10, 0:20, 0:30, 0:40, 0:50, 10:30, 10:50, 30:10, 30:50, 50:10, and 50:30

where each velocity pair is given as inner:outer and the values are in cm/s.

As a way to provide a more accurate set of measurements (considering that the mea-

sured velocity profiles will be used as boundary conditions for numerical simulations),
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the following deviations from the ISRD were implemented:

• The hot wire scanning increments were set to 0.25 mm instead of the suggested

minimum of 1 mm (1.4.11).

• Three heights above the burner were sampled (0.5, 5, and 10 mm) instead of

the required 0.5 mm HAB (1.4.11).

• The four diameters were scanned for all the cases of matched flow velocity

(1.4.11.2).

9.2.1 Hot wire setup and calibration

The burner velocity profiles were measured with a TSI hot wire system (TSI IFA-

100 coupled to a TSI 1212-T.15 90◦ wire probe with a tungsten platinum coated

filament - 3.8 µm diameter and 1.27 mm sensitive length). A cold flow of air and

nitrogen were used for the coflow and fuel tube, respectively, and set with a Sierra

Instrument Smart Trak mass flow controller (maximum flow rate of 20 slpm of air,

used for the coflow), and a Unit Instruments Inc. mass flow controller (maximum

flow rate of 300 sccm of N2, used for the fuel tube flow). The nitrogen controller was

calibrated daily, before any measurement, with a manual bubble flow meter to correct

for daily offset variations. The calibration of the air controller (which was known to

be stable and repeatable) was verified twice, once before any measurement, and once

at the end, with a mechanical flow meter calibrator. The flow rates were set based

on a nominal coflow I.D. of 25.4 mm, and a fuel tube with I.D. of 2.16 mm and O.D.

of 2.41 mm. The settings implemented for the hot wire system’s electronics were:

• Cable resistance: 0.413 ohm

• Operative resistance: 10.56 ohm

• Bridge compensation: 35
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• Gain: 20

• Offset: 1

The plot in Fig. 9.7 shows the result of the calibration performed on the hot wire

probe (using a TSI 112700 calibrator), as well as the interpolating curve used to

evaluate the flow velocity from the hot wire voltage readings.

Experimental	apparatus	and	hot	wire	calibration		

The	 air	 and	 nitrogen	 used	 for	 the	 coflow	 and	 fuel	 flows	 were	 set	 using	 the	 following	 mass	 flow	
controllers:	

• Coflow:	Sierra	Instrument	Smart	Trak,	maximum	flow	rate	of	20	slpm	of	air.	
• Fuel	tube:	Unit	Instruments	Inc.,	maximum	flow	rate	of	300	sccm	of	N2.	

The	nitrogen	controller	was	calibrated	daily,	before	any	measurement,	with	a	manual	bubble	flow	meter.	
The	calibration	of	the	air	controller	(which	was	known	to	be	stable	and	repeatable)	was	verified	twice,	
once	before	any	measurement,	and	once	at	the	end,	with	a	mechanical	flow	meter	calibrator.	

The	 hot	 wire	 system	 used	 was	 a	 TSI	 IFA-100	 coupled	 to	 a	 TSI	 1212-T.15	 90°	 wire	 probe	 (tungsten	
platinum	coated	filament	with	a	3.8	µm	diameter).	The	settings	implemented	for	the	electronics	were:	

• Cable	resistance:	0.413	ohm	
• Operative	resistance:	10.56	ohm	
• Bridge	compensation:	35	
• Gain:	20	
• Offset:	1	

The	 following	 plot	 shows	 the	 result	 of	 the	 calibration	 performed	 on	 the	 hot	 wire	 probe	 (using	 a	 TSI	
112700	calibrator),	as	well	as	the	interpolating	curve	used	to	evaluate	the	flow	velocity	from	the	hot	wire	
voltage	readings.	

	

For	 the	 burner	 scan,	 the	 hot	 wire	 probe	 was	 mounted	 on	 a	 horizontal	 translation	 stage	 driven	 by	 a	
Velmex	stepper	motor;	the	height	of	the	probe	was	varied	with	the	help	of	a	second	manual	translation	
stage.	The	software	OMA	was	used	to	control	the	stepper	motor,	as	well	as	to	record	the	hot	wire	voltage	
signals	through	a	LabJack	U12.	
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Figure 9.7: Calibration curve of the hot wire probe used for the measurements of the
CLD burner flow profiles.

For the burner scan, the hot wire probe was mounted on a horizontal translation

stage driven by a Velmex stepper motor; the height of the probe was varied with the

help of a second manual translation stage. The software OMA was used to control

the stepper motor and automate the acquisition process, as well as to record the hot

wire voltage signals through a LabJack U12 (12 bit A/D converter, 4000 Hz sampling

rate, 0.25 s acquisition time). The hot wire readings from radial positions between

the fuel tube walls (r = ± 1 mm) were corrected to account for the fact the the

flow hitting the sensitive part of the probe was not flat, but had a tridimensional

paraboloid shape. It was assumed that the probe was invested by, and centered with
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respect to, a parabolic velocity profile. For each chord, defined as the projection of

the hot wire on the circular fuel tube, the correction factor was evaluated as in Eq.

9.1

K =
3u∗max

2u∗max + u∗min
, (9.1)

where u∗max and u∗min are the maximum and minimum velocities hitting the probe,

respectively:

u∗max = umax

(
1− d2

R2

)
(9.2)

u∗min = u∗max

(
1− w2

R2
c

)
. (9.3)

Here umax is the peak velocity of the flow (= 2ū, as determined by the given volumetric

flow rate), R is the inner radius of the fuel tube, d the distance of the chord from the

fuel tube centerline, Rc the half length of the chord, and w the half length of the wire

sensitive length. The correction described here was applied only to the measurements

performed at 0.5 mm above the burner. At 5 and 10 mm above the burner the flow

assumptions were not believed to be valid as a consequence of the mixing happening

between fuel flow and coflow.

9.2.2 Results

The plots in Figs. 9.8, 9.9, and 9.10 show a subset of the required measurements

defined earlier, when performed on the flight unit of the CLD burner shown in Fig.

9.4. The plots on the left display the velocity profiles, as a function of the radial

coordinate, along four scanning directions; the plots on the right verify the flow

symmetry by mirroring the left and right sides of each scan (red and green curves,

respectively, with respect to the burner centerline) and comparing it to the average

profile (blue curve). The blue shaded region represents the ± 10% variation with

respect to the average velocity.
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Figure 9.8: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 10 cm/s matched flow velocities.
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Figure 9.9: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 30 cm/s matched flow velocities.
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Figure 9.10: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 50 cm/s matched flow velocities.
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As it was clearly seen from the results in Figs. 9.8, 9.9, and 9.10, the performance

of the flight burner was unacceptable since it did not satisfy the ISRD requirements.

Even thought the radial symmetry condition was satisfied (the radial profiles fell

inside the ± 10% “blue shaded region”), the uniformity of the flow profiles was not.

A similar behavior was observed with the ground unit of the burner, but those results

are not shown here.

To improve flow symmetry and uniformity, the coflow internal components were

replaced with a new set which allowed for satisfaction of the requirements (Fig. 9.11).

The machined brass plate was replaced with a conventional 6.35 mm (1/4”) thick, 0.79

mm (1/32”) cell honeycomb (specifically selected from a pool of several honeycombs),

while the ceramic flow straightener was replaced by a wire mesh sandwiched between

two spacers. The height of the spacers, as well as the distance between wire mesh and

honeycomb, was optimized in order to return flow profiles and flames as symmetric

as possible.
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Figure 9.11: Original (left) and final (right) CLD burner coflow internal components.

The new components were then implemented by NASA in revised versions of the

flight and ground units of the CLD burner and underwent a second run of tests and

characterization.
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Revised burner

The revised flight burner was characterized, once again, in terms of flow velocity

profiles following the directives described in Section 9.2. Flow symmetry and unifor-

mity were greatly improved and the results, due to the extent of the measurements,

are not shown here but are reported in Appendix A (Figs. A.1 to A.16). It was

also verified that the flow did not display any unsteadiness or turbulence (as in ISRD

1.4.9). Unlike the flow measurements described in Section 9.2, the ones done to verify

the lack of turbulence were performed as follows:

• Each data point was evaluated as a one second average (sampling at 4000 Hz).

• Only one scanning direction was considered (blue arrow, or direction “A”).

• The scanning intervals were equal to 1 mm.

• With reference to Fig. A.17, the error bars in the “flow velocity” plots are equal

to ± σ.

• With reference to Fig. A.17, the “percent deviation” plots display the relative

difference of the absolute value of σ with respect to the average velocity value.

The noise, and therefore the deviation from the time averaged value, was seen to be

inherent to the measuring device, and not dependent on the flow (as can be seen from

the “0 cm/s” measurement). Therefore it was concluded that the burner was able to

provide a steady flow without unsteadiness or turbulence.

The flame symmetry was verified following ISRD 1.4.12:

• 1.4.12: The coflow flame shall be axisymmetric over the full range of flow

conditions. To be axisymmetric, (1) the variation in the radius of the visible

flame edge with angular position shall be less than 10% of the (mean) radius

for all axial positions from the flame base to tip, and (2) the plane of the
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flames visible base shall be orthogonal to the burner axis such that the variation

in axial distance from the visible flame base to the burner outlet (along the

circumference of the base) is no more than 1 mm, especially for lifted flames,

where the flame is detached and downstream from the burner outlet. [...] The

axisymmetry of a 50/50 CH4/N2 flame shall be demonstrated in 1g for a range

of flow velocities in 10 cm/s increments from 10 to 50 cm/s where the inner

tube and annulus velocities are matched.

Figure 9.12 shows the result of this analysis displaying 5 different 50% methane flames

with increasing flow velocities (shown as normalized line of sight luminosity). In the

figure, the solid white lines identify the flame bases (evaluated, in the case of tilted

flames, as the midpoint between the lower and upper base of the flame wings), while

the dashed lines are the ± 0.5 mm variations with respect to the average value. The

flow velocity values are labeled at the bottom of each case.
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Figure 9.12: 50% methane flames selected for the verification of flame symmetry: the
solid white lines identify the flame bases, while the dashed lines are the ± 0.5 mm
variations. Flow velocity shown at the bottom of each flame.

The symmetry of the test flame was seen to be satisfactory for flow velocities up to or

equal to 30 cm/s, above which the lift off became significant and the flames started

tilting. The case at 40 cm/s barely satisfy the ISRD requirements, and higher flow
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rates produce flames that are even more tilted. As it will be clear from the flame

image results introduced in Section 9.4, the flame tilting is closely related to the lift

off and becomes significant for flames that are lifted more the ∼ 10 mm above the

burner.

9.3 Detector characterization and calibration

As a detector aimed at the quantitative measurements of physical properties, the

ACME color camera (Prosilica GC1380-CH, see Fig. 9.13) had to undergo character-

ization in order to evaluate its linearity characteristics and the spectral sensitivity of

the RGB color channels.

ACME-RPT-00XX 
July, 2016 

 4 ACME Data Camera Characterization Report 
 

4.0 DESCRIPTION OF TEST ARTICLE & CONFIGURATION 

4.1 Test Article 

4.1.1 ACME Data Camera Assembly 

The ACME Data Camera Assembly (S1101MFA2000) consists of three sub-assembly 
components that make up the entire assembly: the Camera Control Assembly (S1101MFA2100), 
the Filter Barrel Assembly (S1101MFA2300) and the Camera Enclosure (S1101MFA2200). 

The Data Camera Assembly flight unit was assembled in-house by ZIN Technologies at 6749 
Engle Road. 

TABLE II. Article 
Description Manufacturer Drawing Number S/N 

 ACME Data Camera Assembly N/A S1101MFA2000 2002 
 

 

Figure 9.13: Drawing of the ACME imaging system, showing the camera, lens, and
optical filter barrel.

The linearity analysis has already been shown in Section 4.2 whereas the spectral
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response, shown in Fig. 9.14, was determined following the procedure outlined in [6].

For compactness reasons, the ACME imaging system is mounted vertically next to

the chamber that houses the burner, and a turning mirror is used to reflect images

from the chamber into the camera lens. Multiple optical filters are available for differ-

ent measurements, and are mounted on a rotating filter barrel. The relative spectral

transmissivity of the coated ACME 2 mm BG7 color filter (the one relevant to the

CLD flame measurements) is shown in Fig. 9.14 as well, together with the transmis-

sivity of the turning mirror.
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Figure 9.14: Spectral response of the Prosilica GC1380-CH, BG7 coated color filter,
and turning mirror.

The absolute light intensity calibration that is required to quantify soot volume frac-

tion and CH∗ concentration (see Section 2.2.5) strongly depends on the specifics of

the imaging system such as lens aperture, imaging collection angle, transmissivity of

the components on the optical path, etc. To mimic conditions as realistic as possible,
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the absolute light intensity calibration was performed off-site at ZIN Technologies

using the actual flight detector and acquisition system. An S-type thermocouple (Pt

wire, 200 µm diameter, with a cylindrical junction) was placed at 253 mm from the

“front window” (see Fig. 9.15), simulating the real distance between the center of the

CIR (where the CLD burner will be positioned) and the detection system.

1 ccv 

. 
•f.;_---·--------

1' 

Figure 9.15: Geometry and optical path of the ACME color camera.

The thermocouple was heated with a premixed propane flame generated with a sol-

dering torch; the fuel flow rate was kept stable and constant with the use of a mass

flow controller. The thermocouple voltage was monitored with a National Instrument

NI9211 through a Labview VI. The soldering torch was mounted onto a translation

stage so that the thermocouple temperature could be varied by simply heating the

junction with areas of the flame progressively distant from the flame front. Despite

being positioned inside the flame, the thermocouple luminosity was larger than the
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flame chemiluminescence and did not corrupt or modify the real thermocouple emis-

sion (as determined from the analysis of background images). Images of the heated

thermocouple junction were taken with the Prosilica camera (1360x1024 pixels, 0 dB

gain, white balance: 1/1, file format: BayerRG12) as a function of temperature and

for several configurations of the optical system, obtained by varying the lens aperture

and zoom. The thermocouple and background images were the result of the averag-

ing over ten images, and each case had an exposure that used at least 75% of the

detector’s dynamic range, for a satisfactory signal-to-noise ratio. The test conditions

are summarized in the following list:

• Thermocouple temperature: 1277, 1410, 1571, 1655, 1698, 1739, 1804, 1943 K.

• Zoom magnification: 44, 33, 25, 18 pixel/mm.

• Lens f -number: 2.5, 4, 5.6, 8, 11, 16.

The aforementioned thermocouple measurements were used to verify the Pt wire

lookup tables and, in turn, to verify the accuracy of the flight camera spectral response

and filter transmissivity. Figure 9.16 compares the experimental color ratios to the

numerically-derived curves, when considering images taken with a magnification of

44 pixel/mm and a lens f -number of 2.5. In order to match the theoretical and

experimental values, the camera’s red and green curves were multiplied by a correction

factor equal to 0.97 and 1.03, respectively. The other aperture and magnification

settings that were investigated returned identical curves and are not shown here.
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Figure 9.16: Pt thermocouple lookup table: comparison between experimental color
ratios and numerically-derived curves. The error bars identify the standard deviation
over 10 samples.

Figure 9.17 shows the result of the absolute light intensity calibration, with the cali-

bration constants plotted as a function of the lens f -number and magnification. The

constants were determined as explained in Section 2.2.5 by considering only the inten-

sity from the camera’s green channel, the one with the highest signal-to-noise ratio.

Each value was the average of results obtained considering eight different temperature

values (as in the previous list), while the error bars identify the standard deviation.

The flight unit’s lens aperture is controlled with a stepper motor, and the f -numbers

were evaluated from the average intensity of calibration images taken at increasingly

smaller aperture settings, along with Eq. 9.4.

f− number = 2.5 ∗
√

I

I2.5

(9.4)

Here 2.5 is the f -number value of the reference largest aperture, while I and I2.5 are
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the average intensities of the images taken with a generic aperture setting and with

the reference one, respectively.
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Figure 9.17: Calibration constants as determined from thermocouple measurements.

Figure 9.17 shows also the calibration constant results obtained with the ground

imaging unit. A non sooty nitrogen-diluted methane flame was lit on the ACME

CLD burner and used to heat the same Pt thermocouple used for the flight unit

calibration. The test conditions were:

• Thermocouple temperature: 1300, 1440, 1510 K.

• Zoom magnification: 44, 29, 19 pixel/mm.

• Nominal lens f -number: 2.5, 4, 5.6, 8.

On the ground unit, the aperture was set based on the markings on the Navitar lens.

However, to compare the flight and ground unit results, the “real” f -number was

derived, once again, employing Eq. 9.4. As can be seen from Fig. 9.17, the nominal
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f -numbers overestimate the analytical values.

The comparison between the two results at f # 2.5 (magnification of 44 and 18 pix-

el/mm), showed that the flight unit throughput, in the green channel, is ∼92% of the

ground unit system.

9.4 Normal gravity flames

During the time the flight unit of the ACME CLD burner was at Yale for the hot

wire velocity measurements, images of nitrogen-diluted methane and ethylene flames

were collected as well, to build a normal gravity image database to be used both as

a reference (to match the performances of the ground unit burner) and comparison

(with microgravity results subsequently taken on the ISS). The burner was placed

inside the Yale pressure chamber and images of the flames, for several coflow and

fuel flow rates, were collected as a function of the chamber pressure and fuel dilution.

The chosen flow rates were such that, at ambient pressure, the average coflow and

fuel velocities ranged between 10 and 50 cm/s. The coflow was controlled with a

Smart Trak mass flow controller (maximum flow rate of 20 slpm of air), while a pair

of Unit Instruments Inc. mass flow controllers were used for the nitrogen and fuel

flows (maximum flow rate of 300 sccm of N2). Since the flow controllers operate by

adjusting the mass flow rate, as the chamber pressure increases, the volumetric flow

rate (and average flow velocity) is expected to decrease, as reported in Fig. 9.18.

The planned maximum burn time of each ACME test run is ∼ 2 minutes and,

when the largest flow rates are used (∼ 15 l/min), the CIR pressure is expected to

increase no more than 0.37 atm. Figure 9.19 shows the relative pressure increase as a

function of time, assuming a free CIR volume of 80 liters. The different curves refer

to the different mass flow rates that, at ambient pressure, return the average flow

velocities reported in the legend.

229



Chamber pressure [atm]
1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4

A
v
e

ra
g

e
 f

lo
w

 v
e

lo
c
it
y
 [

m
/s

]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Figure 9.18: Expected decrease of the average flow velocity as a consequence of
pressure increase.
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Figure 9.19: Expected CIR relative pressure increase as a function of time and flow
rates.
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Because of this upper threshold, the normal gravity images were recorded at equally

spaced pressure values of 1.0, 1.1, 1.2, and 1.3 atm (1.0 to 1.2 atm for the ethylene

flames, because of the 35 cm/s planned maximum velocity), even though the lowest

flow rates will unlikely reach those values. The chamber pressure was monitored with

a digital pressure transducer (Omega Engineering PX-213) and controlled with a

needle valve driven by a stepper motor. Pressure transducer and valve stepper motor

were interfaced through a National Instrument ER-8 relay connected to a Labview VI.

The stepper motor controller was of the proportional-derivative type. The acquisition

at constant pressure allowed for stable and steady flames, so that image averaging

could be implemented. Note that, given the trends shown in Fig. 9.19, the nominal

flow rate settings of the test runs performed on the ISS can be tested against the

chamber pressure (known from real time pressure reading) and time. These, in turn,

can be used to verify the real flow rates, ṁ, through the use of Eq. 9.5.

ṁ =
PVmFLOW

tRT
(9.5)

Where P is the chamber pressure reading, V the chamber volume, mFLOW the molecu-

lar mass of the flow (coflow plus fuel mixture), t the time, R the universal gas constant,

and T the temperature.

The normal gravity flame images were taken through a coated 2 mm BG7 color

filter (provided by NASA) with a Prosilica GC1380-CH coupled to a Navitar 7000

zoom (models equivalent to the one equipping the flight hardware). The camera

settings were:

• Frame size: 1360 x 1024 pixels.

• Gain: 0 dB.

• White balance: Red=100%, Blue=100%.

231



• File format: BayerRG12.

As per the flight hardware, the front lens of the Navitar Zoom was replaced with a

Nikon 500D 52 mm close-up lens. The distance between burner axis and lens was set

to 394.2 mm in order to replicate the CIR geometry (see Fig. 9.15) and obtaining, at

the maximum zoom setting, a magnification of ∼ 44 pixel/mm. The lens f -number

was set to an intermediate value of 5.6, to balance exposure times and imaging depth

of field. For each condition (flow rate, fuel dilution, and pressure), four images with

relative background were collected with an exposure that utilized at least 75% of the

camera’s dynamic range (but without exceeding 3 seconds , for flame stability reasons

related to the semi-continuous adjustment of the chamber pressure valve). The raw

images were, in the end, demosaiced using the bilinear interpolation (see Chapter 8).

Like in the CIR, the camera was mounted with a “landscape” orientation; it was

placed vertically so that, at the maximum magnification, only the tip of the fuel tube

was visible (∼ 0.5 mm). Images were collected using the largest magnification that

was compatible with each flame size, but that was also related to a marking on the

lens (to ensure repeatability, since the lens’ zoom adjustment is continuous).

The normalized line-of-sight luminosities of the methane flames (from the camera’s

green channel) are shown in the tables of Appendix B and are divided by flow rates.

Tables B.1 to B.9 show the cases of matched fuel and coflow velocities (as a function of

nitrogen dilution), while tables B.10 to B.15 show the cases of mismatched velocities

(as a function of nitrogen dilution). Flow conditions are summarized in each table’s

label and, when a magnification differs from the standard one (∼ 44 pixel/mm), the

actual value is reported next to the specific case. Each sub-image displays a sequence

of flames taken at the four considered pressures of 1.0, 1.1, 1.2, and 1.3 atm; only

the very first sub-image is labelled with those values, while the others are missing

for image clarity reasons. The average flow velocities that are reported in each label

are the values evaluated at ambient pressure. For pressure values greater than one,
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the real average velocity can be determined employing the graphs shown in Fig.

9.18. Tables B.16 to B.21 show the line of sight luminosity for the ethylene flames

as a function of fuel dilution and chamber pressure. Once again, flow conditions are

summarized in each table’s label. The largest flow velocity displayed for the ethylene

flames is 35 cm/s, as reported in the ISRD.

The whole methane flames set was acquired using the flight copy of the CLD flame

burner, whereas the ethylene flames were collected partly on the flight unit (images

at atmospheric pressure) and partly on the ground unit (cases with pressure of 1.1

and 1.2 atm). Being the ethylene flames rarely lifted, it was believed that minor

differences between the flight and ground burners did not impact the flame structure.

Flame comparison between flight and ground burners

Images of selected nitrogen-diluted methane flames were also taken on the ground

copy of the CLD flame burner to additionally assess the similarities between the two

units. The measurements of the flow velocity profiles showed that the behavior of

the two burners is very similar (see plots in Appendix A), however, minor differences

in the manufacturing, particularly for the honeycomb, can still impact the flow and

affect highly lifted flames. Figure 9.20 shows the comparison between the line-of-sight

luminosity (from the camera’s green channel) of selected atmospheric nitrogen-diluted

methane flames lit on the flight (top) and ground unit (bottom), as a function of fuel

dilution and flow velocities. From left to right, the pair of images show the results

at 50, 35, and 25 cm/s, while the percent values refer to the fuel concentration.

These conditions were chosen because they show the behavior of lifted flames as they

transition to attached ones.
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Figure 9.20: Normalized flame luminosity of nitrogen-diluted methane flames lit on
the flight (top) and ground units of the CLD flame burner (bottom).

From Fig. 9.20 it is clear that the two burners behave very similarly, both in terms

of flame structure and lift off. The only differences that can be noticed are the

variation in soot luminosity (in relation to the flame wing chemiluminescence) of the

100% methane flames lit on the ground unit, as well as the smaller length of the lifted

flames, again on the ground unit. These differences can be related to minor variations

in the fuel and/or inert flows (rather than to burner geometry), which depend of the

mass flow controller calibrations. Knowing about the similarity between the two

units, and the sensitivity of the flames to minor flow variations (i.e. flow controller

calibrations), will be useful during the comparisons between microgravity and normal

gravity data.

9.4.1 Examples of quantitative measurements applied to nor-

mal gravity ACME flames

This final section wants to demonstrate and show how quantitative information

can effectively be extracted from the color images collected with the ACME camera.

From the database reported in Appendix B, selected images of nitrogen-diluted ethy-

lene and methane flames were processed to measure soot temperature, soot volume

fraction, and CH∗ concentration. Figure 9.21 shows the soot temperature evaluated
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for two ethylene flames. The images on the left display a sequence, as a function of

pressure, for a 100% ethylene flame with average flow velocity equal to 35 cm/s (as

measured at atmospheric pressure); the images on the right display a sequence, as a

function of pressure, for a 100% ethylene flame with average flow velocity equal to

20 cm/s (as measured at atmospheric pressure). The respective soot volume fraction

values, determined as explained in Section 2.2.2, are shown in Fig. 9.22. Note that,

because of the spectral transmissivity of the ACME BG filter, the camera’s red chan-

nel suffered of very poor signal-to-noise ratio, and the lookup table pertaining the

G/R ratio flattened for temperatures larger than 2500 K. Even though soot never

reaches those values, noise-induced fluctuations of the G/R ratio returned unrealistic

high temperatures. For this reasons, and to avoid additional noise, the color ratios

involving the red channel were not considered in the temperature evaluation.
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Figure 9.21: Soot temperature evaluated as a function of pressure for the 100% ethy-
lene flames: 35 cm/s (left) and 20 cm/s average flow velocities (right), as measured
at atmospheric pressure.
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Figure 9.22: Soot volume fraction evaluated as a function of pressure for the 100%
ethylene flames: 35 cm/s (left) and 20 cm/s average flow velocities (right), as mea-
sured at atmospheric pressure.

Despite the relatively noisy results, it can be seen how the soot temperature decreases

as a function of pressure because of the enhanced radiation losses related to the

increased soot load (especially when considering the case at 35 cm/s). Additionally, as

the pressure increases, the peak soot volume fraction tends to shift towards the flame

wings (from “inception-dominated” to “surface-growth-dominated” mode [136]).

Focusing now on the methane flames, Fig. 9.23 shows the CH∗ concentration, in

mole fraction, as a function of pressure for the 100%, 80%, and 50% methane flames

with average flow velocity equal to 10 cm/s (as measured at atmospheric pressure).

The CH∗ concentration was derived from the camera’s blue channel in a way similar

to the one explained in Chapter 6. Because of the specifics of the ACME optical

setup and system throughput, however, the constant C in Eq. 6.2 had to be updated.

From Fig. 9.23 it can be seen how, as the inert concentration is increased, the flame

reactivity is reduced and the overall CH∗ production is lowered.
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Figure 9.23: CH∗ mole fraction, as a function of pressure, for a 100% (top), 80%
(center), and 50% (bottom) nitrogen-diluted methane flame. Flow velocity equal to
10 cm/s, as measured at atmospheric pressure.
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Chapter 10

Conclusions

In this dissertation, optical diagnostic techniques were applied to the quantitative

characterization of coflow laminar diffusion flames in normal gravity and microgravity

as a way to investigate and measure relevant physical properties. The work presented

in the previous chapters can be summarized and categorized in three major areas:

• Measurements of minor species in steady and time-varying nitrogen-diluted

coflow methane flames aimed at the extension of the Yale CLD flame chem-

ical species database.

• Development of alternative approaches for the improvement of signal-to-noise

ratio (SNR) in imaging of reactive and non-reactive flows (steady and unsteady).

• Application of simple diagnostics for the quantification of chemical species (i.e.

CH∗) in microgravity and normal gravity flames, and characterization/calibra-

tion of hardware designed for microgravity combustion experiments.

Specifically, minor species concentration measurements were performed in the

steady and time-varying 65% methane flame using single and two-photon laser-induced

fluorescence. The cross-sectional distributions of nitric oxide and carbon monoxide

fluorescence were measured and, when possible, compared to numerical simulations.
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A direct imaging approach was implemented instead of a spectrally resolved one: this

had the effect of simplifying the experiments and returning better signal-to-noise ra-

tios, due to the increased throughput of the imaging system. The NO measurements

were extended from steady to time-varying cases and the results confirmed the im-

portance of the Fenimore pathways in the formation of nitric oxide in the analyzed

flames. CO measurements were performed in the photoionization regime making the

quantification of the quenching rate unecessary (species quenching cross-sections are

not always known with sufficient accuracy, particularly at flame temperatures).

The concept of high dynamic range (HDR) imaging was investigated and applied

to temperature measurements in steady non-sooty and sooty flames using thin fil-

ament and soot ratio pyrometry, respectively. The approach allowed for improved

pyrometry sensitivity, and improved results’ SNR. The increase of the latter, in the

low pixel count regions, approached the factor of two. HDR imaging was then suc-

cessfully extended to Rayleigh measurements of an unsteady jet of Freon injected in

air thanks to the use of a dual laser system and an interline transfer CCD camera. It

was seen that the reconstructed HDR result had a SNR ∼15% greater than the one

obtained with a conventional image averaging. “Time-resolved averaging” was also

envisioned and applied to the Rayleigh measurement of a partially-premixed turbu-

lent methane flame thanks to the use of an interline transfer CCD camera coupled

to an image intensifier. After proper timing of camera and intensifier, the temporal

decay characteristics of the intensifier’s phosphor screen allowed for a distribution of

the phosphor’s emitted light over the two-sequential frames of the detector, so that

an average image could be reconstructed. The latter had a SNR ∼30% higher than

the one of a conventional Rayleigh measurement.

A consumer Nikon D300s, used for the NASA SLICE microgravity experiments,

was characterized and calibrated so that the camera’s blue channel could be used to

evaluate and quantify CH∗ concentration in nitrogen-diluted coflow diffusion methane
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flames in normal gravity and microgravity. The CH∗ chemiluminescence was com-

pared against complementary numerical results, and it was seen that the total flame

chemiluminescence scaled proportionally to the total flame heat release rate.

In preparation for the upcoming NASA ACME experimental campaign, a series

of related studies were undertaken. First, the effect that pressure and fuel dilution

has on the structure and sooting behavior of coflow nitrogen-diluted methane flames

was investigated. This was in part motivated by the fact that the ACME burner

will be operated in a sealed environment, with pressure expected to raise over the

duration of a test run. Color ratio pyrometry was used to evaluate soot temperature

and volume fraction as a function of pressure, and the results compared to numerical

simulations. Second, demosaicing algorithms were tested as a way to maintain the

spatial resolution when color images are decoded into the RGB channels. Soot tem-

perature measurements, as well as the analysis of Abel-inverted blue profiles, showed

the ability of demosaicing algorithms in returning the correct quantitative informa-

tion with an increased SNR. Third, the flight and ground units of the ACME CLD

burner and imaging systems underwent a series of characterizations. The burners’

flow velocity profiles were measured with hot wire anemometry to verify the flow

symmetry, and they will serve as boundary conditions for the numerical simulations

that will be performed. A heated Pt thermocouple was used for the absolute light

intensity calibration of the imaging systems, and the measured spectral responses of

the flight and ground cameras were verified. Nitrogen-diluted methane and ethylene

flames were collected, and quantitative results were shown for selected cases (soot

temperature, volume fraction, CH∗ concentration).

The material presented in this dissertation had some of its basis in work previously

done in our research lab, and it was aimed both at the better understanding of

combustion processes, and at the application of improved optical imaging techniques.

It is however possible to further build on what has been achieved so far, specifically:
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• The accuracy and quality of the laser-induced fluorescence measurements could

be improved with a two-dimensional imaging of a laser sheet rather than the

imaging of a beam. This approach would speed up the whole acquisition process

reducing any problems related to dye degradation and laser energy fluctuations.

Reduced dye degradation would allow for a more accurate and consistent flu-

orescence signal calibration, since the same dye solution utilized for the mea-

surements could be used for the calibration as well.

• High dynamic range imaging could be extended to measurements in reactive

flows using various laser-based techniques. A Rayleigh scattering example has

already been shown in Chapter 5, albeit in a non-reactive flow.

Due to their resonant nature, fluorescence signals can be relatively strong and

they could easily induce partial image saturation; by applying HDR imaging on

those partially saturated acquisitions, the SNR of areas with low pixel counts

could be improved.

• Data collected during the ACME campaign will be used for additional micro-

gravity flames studies. Thanks to the well defined flows and boundary con-

ditions, accurate comparisons with numerical simulations will be possible, fa-

cilitating validation of numerical models. Microgravity will in fact provide an

environment in which to study flames at the very extremes of the fuel dilution,

thus providing challenging conditions to test models. Thanks to some of the

techniques used and developed in this thesis, images collected with the ACME

color camera will be used to derive soot temperature, volume fraction, and CH∗

concentration, while high dynamic range imaging will allow for a more complete

use of the image database (without being limited by image saturation).
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Appendix A

ACME CLD burner velocity

profiles

The plots shown in the following pages summarize the hot wire measurement re-

sults performed on the flight and ground units of the ACME CLD burner. First,

in Figs. A.1 to A.5, the flight unit cases of matched fuel and coflow velocities are

presented (in the range 10 to 50 cm/s). Each figure displays two columns and three

rows: the left column compares the velocity profiles along the four scanning direc-

tions, while the right column shows the symmetry plots. The three rows refer to the

measurements performed at three heights above the burner (0.5, 5, and 10 mm HAB).

In Figs. A.6 to A.16, the measurements are extended to the cases of mismatched ve-

locities, where only one scanning direction (direction “A”), and one height above the

burner (0.5 mm), are shown. Then, the results of the verification of non-turbulent

flows is presented in Fig. A.17 (scanning direction “A”, 0.5 mm HAB).

Finally, in Figs. A.18 to A.22, the ground unit results are presented for the cases

of matched fuel and coflow velocities (in the range 10 to 50 cm/s).
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A.1 Flight unit
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Figure A.1: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 10 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Figure A.2: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 20 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.

244



Radial coordinate [mm]
-15 -10 -5 0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

10

20

30

40

50

60

70

80
Coflow: 30 cm/s - Fuel: 30 cm/s

Dir. A
Dir. B
Dir. C
Dir. D

0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80
dir. A

0 5 10 15
0

20

40

60

80
dir. B

Radial coordinate [mm]
0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80
dir. C

Radial coordinate [mm]
0 5 10 15

0

20

40

60

80
dir. D

Left
Right

Radial coordinate [mm]
-15 -10 -5 0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

10

20

30

40

50

60

70

80
Coflow: 30 cm/s - Fuel: 30 cm/s

Dir. A
Dir. B
Dir. C
Dir. D

0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80
dir. A

0 5 10 15
0

20

40

60

80
dir. B

Radial coordinate [mm]
0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80
dir. C

Radial coordinate [mm]
0 5 10 15

0

20

40

60

80
dir. D

Left
Right

Radial coordinate [mm]
-15 -10 -5 0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

10

20

30

40

50

60

70

80
Coflow: 30 cm/s - Fuel: 30 cm/s

Dir. A
Dir. B
Dir. C
Dir. D

0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80
dir. A

0 5 10 15
0

20

40

60

80
dir. B

Radial coordinate [mm]
0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80
dir. C

Radial coordinate [mm]
0 5 10 15

0

20

40

60

80
dir. D

Left
Right

Figure A.3: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 30 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Figure A.4: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 40 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.

246



Radial coordinate [mm]
-15 -10 -5 0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
Coflow: 50 cm/s - Fuel: 50 cm/s

Dir. A
Dir. B
Dir. C
Dir. D

0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
dir. A

0 5 10 15
0

20

40

60

80

100

120
dir. B

Radial coordinate [mm]
0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
dir. C

Radial coordinate [mm]
0 5 10 15

0

20

40

60

80

100

120
dir. D

Left
Right

Radial coordinate [mm]
-15 -10 -5 0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
Coflow: 50 cm/s - Fuel: 50 cm/s

Dir. A
Dir. B
Dir. C
Dir. D

0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
dir. A

0 5 10 15
0

20

40

60

80

100

120
dir. B

Radial coordinate [mm]
0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
dir. C

Radial coordinate [mm]
0 5 10 15

0

20

40

60

80

100

120
dir. D

Left
Right

Radial coordinate [mm]
-15 -10 -5 0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
Coflow: 50 cm/s - Fuel: 50 cm/s

Dir. A
Dir. B
Dir. C
Dir. D

0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
dir. A

0 5 10 15
0

20

40

60

80

100

120
dir. B

Radial coordinate [mm]
0 5 10 15

F
lo

w
 v

e
lo

c
it
y
 [
c
m

/s
]

0

20

40

60

80

100

120
dir. C

Radial coordinate [mm]
0 5 10 15

0

20

40

60

80

100

120
dir. D

Left
Right

Figure A.5: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 50 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Mismatched velocities
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Figure A.6: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 0 and 10 cm/s for fuel and coflow velocities, respectively.
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Figure A.7: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 0 and 20 cm/s for fuel and coflow velocities, respectively.
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Figure A.8: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 0 and 30 cm/s for fuel and coflow velocities, respectively.
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Figure A.9: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 0 and 40 cm/s for fuel and coflow velocities, respectively.
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Figure A.10: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 0 and 50 cm/s for fuel and coflow velocities, respectively.
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Figure A.11: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 10 and 30 cm/s for fuel and coflow velocities, respectively.
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Figure A.12: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 10 and 50 cm/s for fuel and coflow velocities, respectively.
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Figure A.13: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 30 and 10 cm/s for fuel and coflow velocities, respectively.
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Figure A.14: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 30 and 50 cm/s for fuel and coflow velocities, respectively.
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Figure A.15: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 50 and 10 cm/s for fuel and coflow velocities, respectively.
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Figure A.16: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 50 and 30 cm/s for fuel and coflow velocities, respectively.
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Figure A.17: Turbulence results. In each subplots, the top figure shows the flow
velocity, while the bottom figure shows the maximum percent deviation with respect
to the average velocity. The error bars are evaluated as ± σ.
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Figure A.18: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 10 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Figure A.19: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 20 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Figure A.20: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 30 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Figure A.21: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 40 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Figure A.22: (Left) velocity profiles as determined from hot wire measurements and
(right) symmetry plots - 50 cm/s matched flow velocities. (Top) 0.5 mm, (middle) 5
mm, (bottom) 10 mm HAB.
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Appendix B

ACME CLD flames

The tables reported in Appendix B summarize the results of the normal gravity

flame images collected with the flight unit of the ACME CLD burner. Tables B.1 to

B.9 show the nitrogen-diluted methane flames collected with matching fuel and coflow

velocities, while Tables B.10 to B.15 show the results of mismatched velocities. In

each table, the results are divided by fuel concentration (the percent values) and are

plotted as a function of the chamber pressure (see the labels 1.0, 1.1, 1.2, and 1.3 atm

in the first image of Table B.1). The nominal flow velocities reported in the figures’

captions are values determined at atmospheric pressure; the average velocities, for

pressures different from atmospheric, can be determined from Fig. 9.18.

In general, image magnification is equal to ∼ 44 pixel/mm; when a different mag-

nification value is displayed, that value is reported next to the fuel concentration

level.
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Table B.1: Nitrogen-diluted ACME CH4 flames: 50 cm/s flow velocities.
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Table B.2: Nitrogen-diluted ACME CH4 flames: 45 cm/s flow velocities.
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Table B.3: Nitrogen-diluted ACME CH4 flames: 40 cm/s flow velocities.
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Table B.4: Nitrogen-diluted ACME CH4 flames: 35 cm/s flow velocities.
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Table B.5: Nitrogen-diluted ACME CH4 flames: 30 cm/s flow velocities.
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Table B.6: Nitrogen-diluted ACME CH4 flames: 25 cm/s flow velocities.
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Table B.7: Nitrogen-diluted ACME CH4 flames: 20 cm/s flow velocities.
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Table B.8: Nitrogen-diluted ACME CH4 flames: 15 cm/s flow velocities.

100% 90% 80%

H
A

B
 [

m
m

]

0

5

10

15

20

H
A

B
 [

m
m

]

0

5

10

15

20

H
A

B
 [

m
m

]

0

5

10

15

20

70% 60% 50%

H
A

B
 [

m
m

]

0

5

10

15

20

H
A

B
 [

m
m

]

0

5

10

15

20

H
A

B
 [

m
m

]

0

5

10

15

20

Table B.9: Nitrogen-diluted ACME CH4 flames: 10 cm/s flow velocities.
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Table B.10: Nitrogen-diluted ACME CH4 flames: 10 cm/s and 30 cm/s fuel and
coflow velocities, respectively.
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Table B.11: Nitrogen-diluted ACME CH4 flames: 10 cm/s and 50 cm/s fuel and
coflow velocities, respectively.
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Table B.12: Nitrogen-diluted ACME CH4 flames: 30 cm/s and 10 cm/s fuel and
coflow velocities, respectively.
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Table B.13: Nitrogen-diluted ACME CH4 flames: 30 cm/s and 50 cm/s fuel and
coflow velocities, respectively.
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Table B.14: Nitrogen-diluted ACME CH4 flames: 50 cm/s and 10 cm/s fuel and
coflow velocities, respectively.
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Table B.15: Nitrogen-diluted ACME CH4 flames: 50 cm/s and 30 cm/s fuel and
coflow velocities, respectively.
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Table B.16: Nitrogen-diluted ACME C2H4 flames: 35 cm/s flow velocities.
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Table B.17: Nitrogen-diluted ACME C2H4 flames: 30 cm/s flow velocities.
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Table B.18: Nitrogen-diluted ACME C2H4 flames: 25 cm/s flow velocities.
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Table B.19: Nitrogen-diluted ACME C2H4 flames: 20 cm/s flow velocities.
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Table B.20: Nitrogen-diluted ACME C2H4 flames: 15 cm/s flow velocities.
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Table B.21: Nitrogen-diluted ACME C2H4 flames: 10 cm/s flow velocities.
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