Soot formation in laminar diffusion flames
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Abstract

Laminar, sooting, coflow diffusion flames at atmospheric pressure have been studied experimentally and theoretically as a function of fuel dilution by inert nitrogen. The flames have been investigated with laser diagnostics. Laser extinction has been used to calibrate the experimental soot volume fractions and an improved gating method has been implemented in the laser-induced incandescence (LI) measurements resulting in differences to the soot distributions reported previously. Numerical simulations have been based on a fully coupled solution of the flow conservation equations, gas-phase species conservation equations with complex chemistry, and the dynamical equations for soot spheroid growth. The model also includes the effects of radiation reabsorption through an iterative procedure. An investigation of the computed rates of particle inception, surface growth, and oxidation, along with a residence time analysis, helps to explain the shift in the peak soot volume fraction from the centerline to the wings of the flame as the fuel fraction increases. The shift arises from changes in the relative importance of inception and surface growth combined with a significant increase in the residence time within the annular soot formation field leading to higher soot volume fractions, as the fuel fraction increases.
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1. Introduction

Hydrocarbon growth processes in flames are important both to the understanding of soot production from combustion systems and for the development of continuous processes for the manufacture of carbon-based materials. In addition to direct health effects of combustion-generated soot and polycyclic aromatic hydrocarbons, the temperature decrease due to radiative losses can affect flame length and other temperature-dependent processes such as the formation of NOx. Similarly, in flames in which substantial fractions of fuel carbon are converted to soot, the temporary removal of gas-phase carbon can shift the local H2/H2O and CO/CO2 conversion ratios and affect the local temperatures.

Practical combustion devices include gas turbines, furnaces, and internal combustion engines. While premixed or partially premixed flames may be appropriate for selected applications, the vast majority of large-scale industrial combustion applications utilize nonpremixed flames. As the local equivalence ratio in a nonpremixed (diffusion flame) varies, the propensity to form soot changes. After the fuel is (oxidatively) pyrolyzed in fuel-rich zones, soot pre-
cursors form, and given sufficient residence time, these will nucleate and grow into soot particles. In practical devices operating within design conditions, soot should oxidize nearly to completion prior to the burner exit.

Unfortunately, temporary changes in operating conditions (as well as turbulent fluctuations) can momentarily cause the equivalence ratio in the oxidative part of the flame to be reduced dramatically. Such conditions can allow soot particles to pass through the flame un consumed. The results of unoxidized soot can vary from the coating of furnace walls in a commercial boiler (having an adverse effect on the heat transfer characteristics in the system), to the impingement of soot particles on the turbine blades of an engine. The results can affect PM2.5 emissions [1] as well as contrail visibility and IR signature issues. Even if all of the soot formed in the diffusion flame were oxidized to CO, temporarily localized equivalence ratio reductions might inhibit complete oxidation to CO2, resulting in, for example, high (gaseous) exhaust emissions [2]. Thus, the study of sooting flames remains important from practical, economic, environmental and safety standpoints, as well as for purely scientific interests in the fundamental processes.

Previously, we described and utilized a detailed soot growth model in which the dynamical equations for particle production were coupled to the flow and gaseous species conservation equations. Results from the model were compared to experimental data for a confined methane–air flame and a series of unconfined ethylene–air flames [3–5]. The configuration for these flames (see Fig. 1) includes a central jet of gaseous fuel diluted with nitrogen, surrounded by a coannular stream of air. Both probe (thermocouple and gas-sampling technique) and optical diagnostic methods (Rayleigh scattering and laser-induced incandescence) were used to measure the temperature, gas species, and soot volume fractions. The two-dimensional system couples detailed transport and finite-rate chemistry in the gas phase with the aerosol dynamical equations in the sectional representation. The formulation includes models for the treatment of inception, surface growth, oxidation, and coalescence of soot particulates. Effects of thermal radiation and particle scrubbing of gas-phase growth and oxidation species were also included.

In the more recent of these studies [4,5] we investigated the changing soot field as the dilution fuel fraction in the central tube changed (32, 40, 60, and 80% ethylene). We were able to predict soot volume fractions along the wings of the flame in good agreement with experimental measurements; but we underpredicted soot volume fractions along the centerline. This deficiency was particularly true for the flames with higher fuel mole fractions. The transition from peak soot along the centerline to peak soot along the wings (observed both in our experiments and in our modeling) is qualitatively consistent with the early work of Santoro and co-workers (e.g., [6,7]), although in the prior work, the fuel jet was undiluted and the transition in the soot field was observed by increasing the fuel jet velocity.

It is the objective of this present work to refine both the prior computations (to include self-absorption and refined griding) and the experimental measurements of the soot distributions, to extend our simulations to other flames, and to interrogate the computational solutions. In particular, this latter objective is performed to develop a clearer understanding of the causes for the transition of the peak soot volume fraction from the centerline to the wings of the flame as the fuel fraction increases. Specifically, in this paper, we continue our investigation of soot formation in diffusion flames by investigating the relationship of the inception, surface growth, and oxidation submodels together with particle residence times within the flame. While varying the diluent level is an established method of varying soot production in diffusion flames [7,8], there have been limited studies of the centerline to wing shift in soot profiles that occur with dilution. Experimentally, the laser-induced incandescence (LII) measurements have been repeated using a detector with improved temporal response and an on-line extinction technique has been added to calibrate the soot volume fraction measurements.

In the following section, we review the details of the soot model. The experimental methods and the computational methodology are contained in the subsequent two sections. The results and interpretations from the solutions complete the paper.
2. Soot formation model

The soot formation model is described in detail in [5]. For completeness, we outline only the essential features.

2.1. Inception

The model is based on the sequence of growing naphthalenyl to pyrenyl through sequential acetylene addition, H-atom elimination, H-atom abstraction, and a second addition of acetylene followed by ring closure. Overall, the reaction can be written \( C_{10}H_7 + 3C_2H_2 \leftrightarrow C_{16}H_9 + 2H + H_2. \) This sequence is assumed to continue to form yet larger PAH structures with the overall balance of \( C_{10}H_7 + 3nC_2H_2 \leftrightarrow C_{10+2n}H_7+2n + 2nH + nH_2. \) Quasi-steady-state concentrations of intermediate polycyclic aromatic hydrocarbons are assumed, leading to steady-state expressions for the formation rates of these high molecular weight condensed polycyclic aromatic hydrocarbons (PAH). The computed soot results are relatively independent of the number, \( n, \) assigned to the inception species and equal to 21 in this work. Limitations and major assumptions of the model are discussed in more detail in [3-4]. Scrubbing of gas-phase species by soot growth processes, generally accounted for, was neglected for inception because the kinetic models utilized in this study already underpredict benzene mole fractions by approximately a factor of 2 (see also [3]). The inception rate was not augmented by the factor of 2 included in [5]. This results in predicted soot volume fractions lower than in [5] but more consistent with the new experimental measurements reported below.

2.2. Surface growth and oxidation

The surface growth model used in the numerical simulations was based on the premixed flame data of Harris and Weiner [10] where we assumed an activation energy of \( E_a = 31.8 \text{ kcal/mol} \) [10] and where we multiplied the nominal Arrhenius factor by 2 (see also [3-5]). Surface growth is first order in acetylene concentration in this model. (Also available is the “MODFW” surface growth mechanism [11] as corrected by [12] and referred to as the “CH” model. This CH model was shown to be successful in modeling soot growth in high-temperature flames [13] and is similar to the HACA model [14]). Oxidation of soot by \( O_2 \) and \( OH \) is treated as described in [3,4]. In the assumed free-molecule regime, surface growth and oxidation rates are proportional to particle surface area.

2.3. Particle dynamics

The growth of soot particles is modeled as a free-molecule aerosol dynamics problem, using the well-known sectional particle size representation for spheres [15]. The application of this approach to soot modeling is described in [3-5,16]. The contributions from the inception processes are incorporated as a source term in the dynamical equation for the first sectional bin, whose lower mass boundary is set equal to the mass of the assumed inception species. Calculated results were not significantly sensitive to the number of sections assumed, with 20 sections used in all the calculations reported here.

The spherical particle sectional model nominally imposes no constraint on the final particle size, and does not account for aggregate formation. Coalescence destroys particle surface area, whereas aggregation, to the first order, does not. This is an important consideration because of the dependence of surface growth and oxidation on particle surface area. Adding equations for the number of primary spheroids within a section would make it possible to model accurately the formation of soot aggregates [17-19] but this is beyond the scope of the present paper. Instead, an approximate treatment of aggregate formation effects on surface area has been employed, as will be discussed.

2.4. Radiative power loss

For flames with sub-ppm soot volume fractions, the power radiated from soot and gas bands (\( CO_2, H_2O, \) and \( CO, \) using the exponential wideband model) is computed in the optically thin limit using the expressions in [20]. These flames will lose a very significant fraction of flame enthalpy due to radiation, and temperatures can be significantly depressed, affecting both flame chemistry and soot formation. In higher soot loading flames, the optically thin model tends to overestimate the radiation losses. In principle, some reabsorption of thermal emissions can occur, particularly on or near the centerline, which receives emissions from surrounding regions of the flame. This optical thickness effect reduces the net rate of thermal radiation energy loss and locally raises the temperature. More complex calculations of the local net emission rate including reabsorption were undertaken using the “discrete transfer” method of Lockwood and Shah [21] and the narrowband RADCAL algorithm [22]. The computational procedure was discussed in [5] where reabsorption was found to produce soot centerline-to-wing ratios in better agreement with experiment. While temperature changes associated with radiation reabsorption are not large, the great sensitivity of soot growth to temperature makes incorporation of these effects important.
2.5. Soot aging

Two principal deficiencies of the soot model used in [3,4] were that (i) centerline soot was always substantially underpredicted and (ii) the computed wings of the flame were extended much beyond those determined by experiment. The original model allowed the formation of primary particles that were much larger than typical maximum experimental values (∼25 nm). These large particles slowed the oxidation process and caused the extended sooting region.

In practice, soot primary particles reach a maximum size due to active surface-site deactivation (aging). Dobbins [23] has given a measured deactivation rate for the process, and some modeling of the effect has been carried out in premixed flames [19–24] Hall and Colket [19] used a decay rate similar to that of Dobbins in a study of aggregate formation using sectional analysis, and Singh et al. [24] tested different functional dependencies of surface reactivity on age in their study of high-pressure coagulation using Monte Carlo techniques. Frenklach and co-workers [25,26] have fitted to various premixed flame data an empirical expression for the fraction of active sites that is a function of the average particle size and gas temperature, but not explicitly to individual particle age.

Much remains uncertain about how to model this effect, particularly in a diffusion flame, however. Given this uncertainty, in this work a simple step function dependence of surface reactivity on particle size was assumed in which growth is shut off above a cutoff particle size (25 nm in these simulations).

Further, to simulate approximately the preservation of particle surface area in aggregate–aggregate collisions, coalescence was disallowed above a certain particle size, denoting a boundary between “liquid” particles and larger aggregates. Particles of this size (again 25 nm was chosen) and larger will not coalesce with each other. Coalescence is still allowed for all collisions involving “liquid” particles, and hence particles larger than 25 nm can still be formed in the simulations by small particle scrubbing. Particles with sizes larger than 25 nm can be crudely viewed as aggregated particles with multiple individual spheroids. This is an approximate treatment of particle morphology that we plan ultimately to improve by adding equations for the number of primary spheroids within each aggregate size class. The primary particle size at which coalescence ceases and particles start to fuse together to form aggregates might ultimately be more accurately determined from a multicomponent sectional analysis in which the dehydrogenation of the particles is calculated. Such a multicomponent analysis might also be a route to calculating aging effects more accurately. Even with the heuristic modifications to surface growth and coalescence, as adopted here, primary particle size was limited and the extended soot wings were eliminated, consistent with the experimental data.

3. Experimental approach

The details of the burner and diagnostic approaches are similar to those described in [3]. Atmospheric pressure, axisymmetric, coflowing, non-premixed laminar flames were generated with a burner in which the fuel flows from an uncooled 4.0 mm inner diameter vertical brass tube (wall thickness 0.38 mm) into a concentric, 50 mm diameter air coflow. The fuel was a mixture containing varying ratios of ethylene and nitrogen. The fuel and oxidizer flows are set with an average cold-flow velocity of 35 cm/s. Electronic mass flow controllers, with long-term accuracy to within 5%, governed the flow rates.

The same burner apparatus was used for all experiments.

Experimental data quantifying the soot volume fraction of the flames were obtained using two-dimensional LII measurements [27–30] calibrated with an on-line extinction method [31]. Both the LII excitation and the extinction calibration used a frequency-doubled Nd:YAG laser (532 nm), with the beam focused into a sheet across the centerline of the burner. A laser fluence of approximately 0.3 J/cm² was used for the LII measurements since, in this range, the detected signal was independent of small variations in the laser-sheet profile and beam extinction across the flame did not result in a loss of signal. The LII signal was captured using a fast-gate (10-ns response time) intensified CCD camera. A gate time of 23 ns was used, with the intensifier fully on upon arrival of the laser pulse. A broadband filter centered at 405 nm with a bandwidth of 70 nm was placed in front of the camera. The raw LII images were averaged and corrected for luminosity and optical throughput. These images were further corrected for a left-right nonuniformity characteristic of the fast-gate intensifier and the 10-mm data slices were then combined to generate composite soot volume fraction images covering the entire flame.

Previous experiments [3] used an intensifier gate time of 1 µs, due to slow intensifier response times. Such long gate times, however, tend to overcount the larger particles with respect to the smaller ones because larger particles take longer to cool to flame temperatures after the initial laser heating. This effect can cause problems with both the soot volume fraction distribution and the calibration procedure. The lower concentration flames tend to have smaller particles, which are undercounted if a long gate time is used. As an illustration of the need for short gate times [Fig. 2]
Fig. 2. The ratio of the peak LII signals from the 80 and 32% ethylene flames as a function of intensifier gate time.

displays the ratio of the peak LII intensities for the 80 and 32% flames as the gate time is varied from 5 to 1000 ns. The ratio decreases steadily as the gate time is reduced from 1000 ns, and levels off for gate times below 50 ns. It can be seen that an error of more than a factor of 2 would result in the soot volume fraction of 32% flame relative to the 80% flame if the longer gate times were used for the LII detection.

The extinction calibration was carried out at a laser fluence of less than 0.01 J/cm², low enough to avoid unwanted LII effects and altering the properties of the soot. The laser beam was separated by a beam splitter into an extinction beam, which follows the same path through the flame as the LII beam, and a reference beam, which does not traverse the flame. After it is partially extinguished by the flame, the extinction beam is recollimated, and the extinction and reference beams are then aligned so that they travel parallel to one another, but at different heights. The two beams are focused into sheets by a cylindrical lens, and are incident on a dye cell containing a mixture of Rhodamine 640 and ethanol. The fluorescence of the dye cell is imaged by a CCD camera through a long-pass filter at 570 nm, which filters out light scattered from the incident laser. The relative intensities of the extinction and reference beams are used to determine how much of the laser is extinguished by the flame. The average soot volume fraction across the flame diameter is then determined using the Lambert-Beer law in the Rayleigh approximation[29] and the result is used to calibrate the LII images. Here, the dimensionless soot extinction coefficient is taken to be 10 [32,33] which is the same value used for the radiative calculations. Soot scattering has been assumed to be negligible. The on-line extinction calibration was performed only on the higher concentration flames (80 and 60% ethylene), and the results were extrapolated to the lower concentration flames (40 and 32% ethylene), since uncertainties in the calibration of the lower concentration flames began to dominate when the total extinction dropped below a few percent.

4. Computational approach

The axisymmetric computational model[3,4] employs the gas-phase diffusion flame equations in the velocity–vorticity formulation with buoyancy and the particle sectional approach presented in[16] The result is a strongly coupled set of elliptic partial differential equations. The gas and soot equations are additionally coupled through nonadiabatic radiative loss. Radial and axial velocities, the vorticity, the temperature, the gas-phase species, and the particle sectional mass fractions are computed. The chemical mechanism was derived from one of the more comprehensive and well-validated sets available for ethylene[34] (see also [5,35,36]). The resultant mechanism contains 476 reactions and 66 chemical species. Twenty soot sections are included in the formulation. The result is a model that requires a total of 90 dependent variables to be solved at each grid point. The system is closed with the ideal gas law and appropriate boundary conditions are applied on each side of the computational domain. Local properties are evaluated via transport and chemistry libraries. The sectional thermophoretic velocities in the free molecule regime are given in[16] as are the sectional diffusion velocities written with a mass-weighted mean diffusion coefficient for each size class. The governing conservation equations are solved on a two-dimensional mesh by combining a Newton-based steady-state and a time-dependent solution method[5] A time-dependent solution is first obtained on a coarse grid and then grid points are inserted adaptively to increase the resolution in regions of high spatial activity. Computations were performed on an AMD Dual Opteron 240 system running at 1.4 GHz.

5. Discussion of results and interpretations

In Fig. 3 we plot the soot volume fraction contours as the fuel fraction in the central tube changes from 32
Fig. 3. Computational soot volume fractions as a function of the fuel fraction.

Fig. 4. Measurements (LII) of soot volume fractions as a function of the fuel fraction.
to 80%. The corresponding experimental (LII) measurements of the soot volume fractions are illustrated in Fig. 4 (note that both the computational and the experimental soot volume fraction plots have their own color scale). Both the computational and the experimental results indicate that, as the fuel mole fraction increases, the location of the peak soot transitions from the tip of the flame along the centerline to the wings of the flame. This movement of the location of the peak soot is qualitatively consistent with the early work of Santoro and co-workers (e.g., [6,7]), although in their work the fuel jet was undiluted and the transition in the soot field was observed by increasing the fuel jet velocity. In our results, as the fuel mole fraction increases, the percentage ratio of the peak soot along the centerline to the overall peak soot decreases from 100% in the 32% flame to approximately 50% in the 80% flame. The peak soot volume fractions for the experimental and numerical results are illustrated in Fig. 5 as a function of the fuel mole fraction. Also shown are the peak soot centerline comparisons. Figs. 3, 4, and 5 demonstrate that the model is able to reproduce both the peak soot volume fractions and the relative soot distributions for the flames studied in this paper.

To understand the centerline to wing transition more fully, the relative contributions of the three submodel processes contributing to soot formation—inception, surface growth, and oxidation—have been examined. As discussed earlier, the inception model utilizes steady-state expressions for the formation of a high molecular weight condensed polycyclic aromatic hydrocarbon, and the surface growth rate is first order in acetylene concentration. Soot oxidation by both OH and molecular oxygen is included but the reaction with OH usually dominates due to its high super equilibrium levels in the flame front [4]. The oxidation rate with soot is based upon the work of Neoh et al. [37].

In Figs. 6-9 contours for each of these processes in the four different flames are illustrated. For both the 32% [Fig. 6] and 40% [Fig. 7] flames, several features are visible immediately. The maximum inception and surface growth rates occur along the centerline near the tip of the flame and the maximum inception rate increases from the 32% to the 40% flame. Above the soot tip, oxidation increases and soot is removed from the flames. The highest oxidation rates are along the centerline of the flames, directly downstream of the high soot concentrations. The high inception rates and commensurate high surface growth rates near the peak of the flames are the direct cause of the peak soot concentrations along the centerline for these flames.

We note the unusual halo occurring in the surface growth contours in Figs. 6–9. This halo is caused by a cessation of surface growth (indicative of the separation in the blue zone) as the peak particle diameter exceeds the maximum diameter allowed for surface growth (25 nm), as described in the section on soot aging. Oxidation then produces some particles below 25 nm at which point surface growth can resume. The halo is an artifact of our treatment of soot aging that allows for late-stage surface growth. Its overall contribution to total soot formation is small.

The location of the peak soot volume fraction is noticeably shifted in the higher fuel flames [Figs. 3]...
Fig. 6. Computed contours of inception, surface growth, and (−) oxidation rates (g/cm³/s) for the 32% ethylene flame.

Fig. 7. Computed contours of inception, surface growth, and (−) oxidation rates (g/cm³/s) for the 40% ethylene flame.

In the 60 and 80% flames, the peak inception rate still occurs along the centerline near the tip of the flame. However, these values are about a factor of 2 lower than the corresponding peak surface growth rates that occur fairly low in the flame along the wings. Also, the surface growth rates along
Fig. 8. Computed contours of inception, surface growth, and (−) oxidation rates (g/cm³/s) for the 60% ethylene flame.

Fig. 9. Computed contours of inception, surface growth, and (−) oxidation rates (g/cm³/s) for the 80% ethylene flame.

the sides of these flames are larger relative to those along the centerline. As a result, the peak soot volume fractions in these flames occur along the wings. In addition, as the ratio of the peak inception rate along the centerline to the peak surface growth rate along the wings decreases, the corresponding ratio of
soot volume fraction also decreases. Soot oxidation increases further downstream and is largest in the upper portions of the wings where the highest soot levels occur.

The results of the submodel investigation are useful in illustrating why the soot occurs in one region versus another. However, they do not elucidate the reasons as to why the inception rates are always highest on the centerline for the lower fuel fraction flames and why the maximum values of soot inception along the centerline differ by only 50% in all four cases. In addition, they do not explain why the surface growth rates become larger along the wings as the fuel mole fraction increases and why these values increase by nearly a factor of 2.5. Based on many studies of soot formation in laminar, premixed flames (e.g., [9,12,38]), and expectations from the soot dynamical equations, we know that residence time in the flame plays an important role in the formation of soot and soot precursors. In [Fig. 10] we plot, for each of the flames, the soot volume fraction along the centerline of the flame as a function of the fluid dynamic residence time (defined as the integral in the axial direction of the reciprocal of the axial velocity). We note that for all four flames the soot begins to increase after 15–20 ms. For the 32 and 40% flames, the transit time through the sooting cone is about 10–15 ms while in the 60 and 80% flames this value increases from 25 to nearly 40 ms.

From [Fig. 10] the time available for inception and surface growth along the centerline (prior to the peak value and subsequent oxidation) increases from about 3 to 7 to 14 to 20 ms as the dilution level decreases, respectively, for the four flames studied. Hence, there is more than a factor of 6 increase in the available time for inception and growth; yet, the increase in the soot volume fraction is less than a factor of 3. (In a coalescence-dominated regime with no oxidation in which total soot surface area is relatively constant, soot volume fraction might be expected to increase linearly with residence time [11].) For a regime with weak coalescence and no oxidation, simple analysis shows that soot particle mass/volume fraction might be expected to vary as the cube of the residence time.) For the 80% flame, a significant reduction in the soot formation rates is apparent. This nonlinear relationship is reminiscent of the well-established saturation of the soot volume fraction observed in premixed (burner-stabilized) flames (e.g., [38,39]). This phenomenon is partially simulated through the soot aging feature associated with our model. In [Fig. 10] however, it is apparent that not only is the maximum soot volume fraction decreased substantially below a linear relationship (with time), but also the formation slope is substantially decreased for the higher fuel loading. The most important cause for this significant decrease in soot production rates is the decrease in flame temperatures along the flame centerline, due to increased radiative losses in the less diluted flames. (Computed radiative power loss varies from 13 to 26% as the fuel fraction increases.) As shown in [Figs. 11 and 12] the peak temperatures in the soot-forming region decrease from about 1800 to 1600 K between the 32 and 80% flames, respectively. As described by Glassman [40], temperature is one of the more important parameters in describing the soot formation field, and the assumed 31.8 kcal/mol activation energy gives the surface growth rate used in this study a strong temperature dependence. The net result is that, even with the significant increase in residence time along the centerline (and the local increase in fuel fraction) associated with the less diluted flames, the aging of the soot particles and the lower temperatures inhibit the enhanced soot inception and growth along the centerline.

Normalization of both the soot and the height (using \( \eta = zD/\dot{V} \), where \( z \) is the axial height, \( D \) is the species diffusivity \( \sim 0.136 \text{ cm}^2/\text{s} \), and \( \dot{V} \) is the
volumetric flow rate) results in the curves shown in [Fig. 12] This normalization function for the height has been used by Santoro et al. [6] and Kent and Wagner [41] for comparing experimental flames with different flow rates. The qualitative trends observed here are nearly identical to those presented previously although the value of $\eta$ at which the peak soot is observed is $\sim 0.18$ in the present work vs $\sim 0.18$ in [6]. This factor of nearly 2.8 is attributable to the difference in diameters of the central fuel tubes used in the two studies (0.4 vs 1.1 cm). The relatively early formation of the soot is associated with the higher fuel fractions in these flames.

Centerline temperatures are also reproduced in [Fig. 12] The earlier rise in the temperatures with increasing ethylene levels as a function of $\eta$ is due to the increased fuel flowing through the central tube. The premature decay in centerline temperatures for the 80% flame occurs due to significant radiation loss at elevated soot levels for this flame; the temperature partially recovers as the stoichiometric surface arrives, leading to additional heat release. The position of the second peak is nearly coincident with the position of the peaks in the 32 and 40% flames.

In all four flames, the surface growth begins to increase along the wings several millimeters above the inlet and reaches a maximum value less than 1 cm downstream. In the 32 and 40% flames, this region lies between 1.0 and 1.5 cm from the conical region of the flame tip. The region of soot growth increases to nearly 4.0 cm in the 80% flame. Hence, as was the case in the centerline analysis, there is additional time for surface growth (and inception) to generate more soot along the wings.

A clearer picture of the residence times along the wings of the flames is illustrated in [Fig. 13] In these pictures we have plotted constant time lines at 5-ms intervals on the soot volume fraction contours. The positions of the constant time contours are nearly identical for the four different flames. While perhaps surprising, this similarity is a direct result of the identical flow velocities (35 cm/s) for both the gas in the fuel tube and the surrounding coflowing air stream. By comparing the results in [Fig. 13] with those in
we observe that the surface growth along the wings peaks between 10 and 15 ms. Furthermore, the computed time lines clearly show that the particles leading up to the top of the wings of the 60 and 80% flames reside just inside the flame front for an additional 20 and 25 ms, respectively, compared to approximately 10–15 ms for the 32 and 40% flames.

The much higher concentration of soot along the sides of these flames (relative to that along the centerline) for the 60 and 80% flames creates a collision-dominated coalescence zone that contributes to the rapid formation of relatively larger soot particles and agglomerated structure as the tip of the wings are approached. After 20 ms within the low fuel fraction flames, oxidation begins to destroy soot in the wings so that any additional growth in the wings is reduced dramatically. In the higher fuel fraction flames, however, soot growth along the wings can continue for at least another 20–25 ms before the effects of oxidation are felt. The particles in the higher fuel fraction flames have low surface to volume ratios and longer lifetimes in the downstream oxidation zones. Hence, soot particulates are emitted preferentially from these regions, typically when flame temperatures have decreased (principally via radiative cooling) below 1500 K. Moreover, while both the centerline and the wings have increased residence time, the smaller particles in the higher fuel fraction flames, leading to more soot growth.

In particular, the color scale in Fig. 14 has been adjusted to highlight temperature differences among the flames. The increased temperatures with increased fuel fraction in the central tube contribute significantly to the high soot production region leading up to the wings of the flames. As a result, in comparison to the centerline region where decreases in temperature counterbalance the increased residence time, in the annular regions inside the flame front, both the increased residence time and the increased temperatures contribute to much higher levels of soot production.

The shorter residence time in the lower fuel fraction flames is a direct result of the combination of the lower fuel content of the central jet and the diffusion of oxygen causing the stoichiometric surface to close earlier downstream compared to the higher fuel fraction flames. Presumably, if the residence time for the higher fuel fraction flames can be reduced or the residence time for the lower fuel fraction flames can be increased, the balance of wing to centerline soot can be changed. To explore this hypothesis, we have reduced the fuel and coflow inlet velocities of the 80% flame by a factor of 2. Computational and experimental soot volume fraction contours along with inception, surface growth, and oxidation contours are illustrated in Figs. 15, 16, and 17 respectively. The flame is reduced in height dramatically due to the smaller
Fig. 14. Temperature isotherms with isopleths of residence times. Note the adjustment of the color scale to illustrate the higher wing temperatures as the fuel fraction increases.

Fig. 15. Computational soot volume fraction for the lower velocity 80% flame.

Fig. 16. Experimental (LII) soot volume fraction for the lower velocity 80% flame.
volumetric fuel flow rate and the location of the soot and its peak value are in good agreement between the computation and the experiment. Of particular note is the spatial location of the three subprocesses compared to the higher velocity case in Fig. 9. The peak surface growth in the wings is reduced by approximately 25%, the inception peaks on the centerline, and it is a factor of 2 larger than in the higher velocity flame. The combination of these results causes a major change in the distribution of the soot in the flame.

6. Conclusions

Laminar, sooting, coflow diffusion flames have been studied experimentally and computationally as a function of ethylene fuel dilution. Soot profiles obtained from laser-induced soot incandescence undergo a shift away from the flame centerline toward the wings of the flame as the ethylene fraction and sooting levels increase. Theoretical simulations agree well with these results. Model predictions have been improved by approximate treatments of particle aging and aggregate formation, as well as by a precise treatment of radiative reabsorption effects. The large impact of radiative power loss on temperature has a significant effect on soot formation.

Investigations of the relative rates of inception, surface growth, and oxidation, along with a particle residence time analysis, are shown to explain the shift of soot away from the centerline as the fuel fraction increases. While inception tends to peak on the centerline, the maximum in surface growth migrates from the centerline to the wings of the flame as the fuel fraction increases. Concurrently, the relative importance of surface growth and inception reverses. This change in the relative importance of these two subprocesses is due to the significant increase in residence time available for soot growth in the flame wings. By altering the inlet velocities of the higher fuel fraction flame, we are able to modify the available residence time along the wings so as to generate soot profiles similar to those of a lower fuel fraction flame. The level of soot on the centerline increases with respect to that on the wings as the peak centerline to wing temperature also increases.
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